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Executive Summary

Implementing a new system by mining open source software (OSS) repositories helps reduce development
effort and concurrently increase productivity. Furthermore, as the OSS ecosystem facilitates vibrant expert and
user communities, developers can get practical supports which allow them to fix bugs as well as to find probable
solutions to various issues alongside the development cycle. Nevertheless, to help developers effectively mine
the existing data, it is crucial to equip them with suitable machineries. Under the context of Work Package
6 (WP6), we have been developing recommender systems to assist developers in building their software by
mining OSS forges.

In this deliverable, we present the final implementation of the Knowledge Base designed in Task 6.1. We
address the mandatory recommendations as specified in Deliverable D1.1. By exploiting the graph representa-
tion as well as recommendation engines developed in the previous phases of WP6, we are able to design and
realize important recommendation engines which are capable of providing developers with useful supports
while they are programming. In particular, we implement and integrate into the Knowledge Base the follow-
ing types of recommendations: API function calls and usage patterns, third-party libraries, API migration, and
StackOverflow post classification. Furthermore, we also finalize the tool for recommending StackOverflow
posts.

28 June 2019 Version 1.0
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1 Introduction

Open source software (OSS) allows developers to study, change, and improve the code free of charge. Code
reusing is an intrinsic feature of OSS, and developing a new system by leveraging existing open source com-
ponents reduces development effort, and thus being beneficial to the software life cycle. The benefits resulting
from the reuse of properly selected open source projects are manyfold including the fact that the system be-
ing implemented relies on open source code, “which is of higher quality than the custom-developed code’s
first incarnation” [134]. In addition to source code, also metadata available from different related sources,
e.g., communication channels and bug tracking systems, can be beneficial to the development process if prop-
erly mined [112]. However, without being equipped with suitable machinery, given a plethora of data sources,
developers would struggle to look for and approach the sources that meet their demand, in the hope of trans-
forming them to practical knowledge. Under the circumstances, the problem is not the lack of information but
instead an information overload coming from heterogeneous and rapidly evolving sources. In particular, when
developers join a new project, they have to typically master a huge number of information sources [34] (often
at a short time). In other words, “we are drowning in information but starved for knowledge.”1

In this sense, the deployment of systems which exploit existing data to assist and improve developer experi-
ence is of paramount importance. The realization of techniques and tools to build such systems has attracted a
lot of attention from the research community recently. Research has been performed to understand and predict
software evolution, exploiting the rich metadata available at OSS repositories. This allows for the reduction of
effort in knowledge acquisition and quality gain. The introduction of recommender systems to the domain of
software development brings substantial benefits. A recommender system in software engineering (RSSE) is
defined as “... a software application that provides information items estimated to be valuable for a software
engineering task in a given context” [121]. Among others, recommender systems assist developers in navigat-
ing large information spaces and getting instant recommendations that might be helpful to solve the particular
development problem at hand [96, 113]. Thus, RSSEs aim at giving developers recommendations, which can
consist of different items including code examples, issue reports, reusable source code, possible third-party
components, documentation, etc. In the scope of Work Package 6, we dedicate ourselves to develop various
recommender systems to support developers. In Section 1.1, we summarize the main types of recommenda-
tions which have been defined in the Description of Work (DoW) for Work Package 6. This section also recalls
the results obtained in previous phases of our work package. Section 1.2 brings in the structure of the whole
deliverable.

1.1 Summary

Within Work Package 6, we exploit cutting-edge information retrieval techniques to build recommender sys-
tems for mining software repositories. We develop tools and techniques to assist software developers in im-
plementing their projects by means of an advanced Eclipse-based IDE. The recommendation engines are fed
with metadata curated from different OSS forges and communication channels. Based on the CROSSMINER
mining tools and on previous feedback, developers are able to select open source software and get real-time
recommendations which are summarized as follows.

• find a set of similar OSS projects to the system being developed, with respect to different criteria, e.g.,
external dependencies, or API usage;

• recommend components that similar projects have included, for instance, a list of external libraries [83];

1John Naisbitt, researcher of future studies
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• recommend code snippets that show how an API is used in practice. These snippets provide developers
with a deeper insight into the usage of the APIs being included;

• suggest additional sources of information, e.g., technical documents, tutorials, communication channels,
etc., that are relevant to the code being developed, for instance by mining external experiences from
StackOveflow;

• identify API changes and their consequences: changes of libraries will have a certain effect on the de-
pending projects. It is necessary to notify developers and recommend amendments to preserve program
compatibility.

Our work package consists of a unified framework being built on top of a graph representation model [90]
that allows us to compute similarities and incorporate various recommendation techniques. In Deliverable
D6.1, we drafted the first version of the CROSSMINER Knowledge Base. Afterwards, in Deliverable D6.2,
we transformed the relationships among non-human artifacts, e.g., API utilizations, source code, interactions,
and humans, e.g., developers into a mathematically computable format. This representation allows for the cre-
ation of CROSSSIM [90], a versatile tool for computing similarities among OSS projects. Being based on the
infrastructure, a recommender system named CROSSREC for providing software developers with third-party
libraries has been built in Deliverable D6.3 [92]. In this setting, CROSSSIM performs its computation using
third-party libraries as the input features. Furthermore, to provide API function calls and usage patterns recom-
mendation, we developed a context-aware recommender system, i.e., FOCUS [91],[96] where the similarities
among OSS projects are computed by means of CROSSSIM with API function calls as features.

In Deliverable D6.4, we presented two independent tools, i.e., unsupervised and supervised clustering. Firstly,
we exploited CROSSSIM as the software similarity tool to compute similarities among OSS projects and feed as
input of the clustering process. We made use of two algorithms, i.e., K-Medoids and CLARA as the clustering
engine. The algorithms have been chosen since they meet the requirements concerning effectiveness and
efficiency in clustering OSS projects. Secondly, apart from the unsupervised tool, we implemented OSCAN,
a supervised neural network that groups a set of input vectors into clusters. We attempt to cluster OSS projects
by simulating humans’ cognition towards the projects-categories relationship, using the data manually given
by developers. OSCAN is highly advantageous given that labeled data is available for the training process.

The current deliverable, i.e., D6.5 presents the final implementation of the Knowledge Base. We address the
mandatory recommendations as specified in Deliverable D1.1, including recommendation of API function
calls and usage patterns, as well as third-party libraries. Furthermore, we API migration and classification
of StackOverflow posts. Furthermore, we finalize the tool for providing StackOverflow post recommendation
which has been partially solved in D6.3.

1.2 Document Structure

Deliverable D6.5 is structured into the following sections:

• Section 2 presents a literature review on the related work;
• Section 3 brings an overview of the recommender systems conceived within Work Package 6;
• In Section 4, we present the proposed approach for recommending project alternative with similar APIs;
• Section 5 introduces FOCUS, a recommender system for mining API function calls and usage patterns
• Afterwards, in Section 6, a recommender system for providing developers with third-party libraries, i.e.,

CROSSREC is introduced;
• In Section 7, we implement and evaluate SOrec, a recommender system for providing relevant Stack-

Overflow posts, given an input context;

Page 2 Version 1.0
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• Section 8 introduces in detail SCORE, a supervised classifier for categorizing StackOverflow posts;
• Section 9 presents amAdvisor, a recommender system to deal with API breaking changes by suggesting

relevant migration patterns;
• Section 10 provides an exhaustive documentation of the REST API for the Knowledge Base;
• Finally, Section 11 summarizes our work and concludes the deliverable.

28 June 2019 Version 1.0
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2 Literature Review

In this section, we summarize related work and associate our contributions to the literature in mining open
source software repositories, discussion channels, as well as the application of recommender systems to tackle
various issues in Software Engineering. In particular, Section 2.1 provides a comprehensive review on software
similarity. Afterwards, we introduce notable studies on the topic of API function calls and third-party library
recommendations in Section 2.2 and in Section 2.3, respectively. Section 2.4 reviews studies related to mining
and usage of StackOverflow posts. Section 2.5 gives a summary of studies concerning the classification of
StackOverflow posts. Finally, Section 2.6 provides an overview of neural networks as well as their application
in Software Engineering.

2.1 Software Similarity

Having access to similar software projects is beneficial to the development process. By looking at a similar
OSS project, developers learn how relevant classes are implemented, and in some certain extent, to reuse
useful source code [131],[155]. Also, recommender systems rely heavily on similarity metrics to suggest
suitable and meaningful items for a given item [38],[100],[131],[138]. As a result, similarity computation
among software and projects has attracted considerable interest from many research groups. In recent years,
several approaches have been proposed to solve the problem of software similarity computation. Many of them
deal with similarity for software systems, others are designed for computing similarities among open source
software projects. Depending on the set of mined features, there are two main types of software similarity
computation techniques [29]:

• Low-level similarity: it is calculated by considering low-level data, e.g., source code, byte code, function
calls, API reference, etc.,

• High-level similarity: it is based on the metadata of the analysed projects e.g., similarities in readme
files, textual descriptions, star events, etc., Source code is not taken into account.

This classification is used throughout this paper as a means to distinguish existing approaches with regards
to the input information used for similarity computation. In this section, we provide a summary on three
techniques for computing similarity among open source projects, i.e., MUDABLUE [42], CLAN [82], and
REPOPAL [155].

Together with a tool for automatically categorizing open source repositories, Garg et al. [42] propose an
approach for computing similarity between software projects using source code. A pre-processing stage is
performed to extract identifiers such as variable names, function names, and to remove unrelated factors such as
comment. With the application of Latent Semantic Analysis (LSA) [67], software is considered as a document
and each identifier is considered as a word. LSA is used for extracting and representing the contextual usage
meaning of words by statistical computations applied to a large corpus of text. In summary, MUDABLUE

works in the following steps to compute similarities between software systems:

(i) Extracts identifiers from source code and removes unrelated content;
(ii) Creates an identifier-software matrix with each row corresponds to one identifier and each column cor-

responds to a software system;
(iii) Removes unimportant identifiers, i.e., those that are too rare or too popular;
(iv) Performs LSA on the identifier-software matrix and computes similarity on the reduced matrix using

cosine similarity.
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MUDABLUE has been evaluated on a database consisting of software systems written in C. The outcomes
of the evaluation were compared against two existing approaches, namely GURU [80], and the SVM based
method by Ugurel et al. [142]. The evaluation shows that MUDABLUE outperforms these observed algorithms
with respect to precision and recall.

McMillan et al. propose CLAN, an approach for automatically detecting similar Java applications by exploit-
ing the semantic layers corresponding to packages class hierarchies [82]. CLAN works based on the document
framework for computing similarity, semantic anchors, e.g., those that define the documents’ features. Seman-
tic anchors and dependencies help obtain a more precise value for similarity computation between documents.
The assumption is that if two applications have API calls implementing requirements described by the same
abstraction, then the two applications are more similar than those that do not have common API calls. The
approach uses API calls as semantic anchors to compute application similarity since API calls contain pre-
cisely defined semantics. The similarity between applications is computed by matching the semantics already
expressed in the API calls.

Using a complete software application as input, CLAN represents source code files as a term-document matrix
(TDM). A TDM is used to store the features of a set of document and it is a matrix where a row corresponds to
a document and a column represents a term [30]. Each cell in the matrix is the frequency that the corresponding
term appears in the document. By CLAN, a row contains a unique class or package and a column corresponds
to an application. SVD is then applied to reduce the dimension of the matrix. Similarity between applications
is computed as the cosine similarity between vector in the reduced matrix. CLAN has been tested on a
dataset with more than 8, 000 SourceForge2 applications and shows that it qualifies for the detection of similar
applications [82].

MUDABLUE and CLAN are comparable in the way they represent software and source code components like
variables, function names or API calls in a term-document matrix and then apply LSA to find the similarity
and to category the softwares. However, CLAN has been claimed to help obtain a higher precision than that
of MUDABLUE as it considers only API calls to represent software systems. As shown later in this paper,
CLAN is more efficient than MUDABLUE as it produces recommendations in a much shorter time.

In contrast to many previous studies that are generally based on source code [42],[76],[82], RepoPal [155] is a
high-level similarity metric and takes only repositories metadata as its input. With this approach, two GitHub3

repositories are considered to be similar if: (i) They contain similar README.MD files; (ii) They are starred by
users of similar interests; (iii) They are starred together by the same users within a short period of time. Thus,
the similarities between GitHub repositories are computed by using three inputs: readme file, stars and the
time gap that a user stars two repositories.

Considering two repositories ri and rj , the following notations are defined: (i) fi and fj are the readme files
with t being the set of terms in the files; (ii) U(ri) and U(rj) are the set of users who starred ri and rj ,
respectively; and (iii) R(uk) is the set of repositories that user uk already starred. There are three similarity
indices as follows:

Readme-based similarity The similarity between two readme files is calculated as the cosine similarity
between their feature vectors fi and fj :

simf (ri, rj) = CosineSim(fi, fj) (1)

2SourceForge: https://sourceforge.net/
3About GitHub: https://github.com/about
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Stargazer-based similarity The similarity between a pair of users uk and ul is defined as the
Jaccard index [57] of the sets of repositories that uk and ul have already starred: simu(uk, ul) =
Jaccard(R(uk), R(ul)). The star-based similarity between two repositories ri and rj is the average simi-
larity score of all pairs of users who already starred ri and rj :

sims(ri, rj) =
1

|U(ri)| · |U(rj)|
∑

uk∈U(ri)
ul∈U(rj)

simu(uk, ul) (2)

Time-based similarity It is supposed that if a user stars two repositories during a relative short period of
time, then the two repositories are considered to be similar. Based on this assumption, given that T (uk, ri, rj)
is the time gap that user uk stars repositories ri and rj , the time-based similarity is computed as follows:

simt(ri, rj) =
1

|U(ri) ∩ U(rj)|
∑

uk∈U(ri)∩U(rj)

1

|T (uk, ri, rj)|
(3)

Finally, the similarity between two projects is the product of the three similarity indices:

sim(ri, rj) = simf (ri, rj)× sims(ri, rj)× simt(ri, rj) (4)

REPOPAL has been evaluated against CLAN using a dataset of 1, 000 Java repositories [155]. Among them,
50 were chosen as queries. Success Rate, Confidence and Precision were used as the evaluation metrics.
Experimental results in the paper show that REPOPAL produces better quality metrics than those of CLAN.

The above mentioned approaches are either low-level or high-level similarity. It is evident that each of these
similarity tools is able to manage a certain set of features. Thus, they can only be applied in prescribed con-
texts, and cannot exploit additional information when this is available for similarity computation. We assume
that combining various input information in computing similarities is highly beneficial to the context of OSS
repositories. In other words, the ability to compute software similarity in a flexible manner is of highly im-
portance. For instance, in the context of the CROSSMINER project, the required project similarity technique
should be flexible enough to enable the development of different types of recommendations as introduced in
Section 1. Thus, we expect a tool being capable of incorporating new features into the similarity computation
without the need of modifying its internal design. To this end, we anticipate a representation model that inte-
grates semantic relationships among various artifacts. The model should be able to consider implicit semantic
relationships and intrinsic dependencies among different users, repositories, and source code by enabling sim-
ilarity applications in different applicative scenarios.

In the next section, we propose a novel approach that attempts to effectively exploit the rich metadata infras-
tructure provided by the OSS ecosystem to compute software similarities. To validate the performance of the
proposed approach, we conduct a thorough evaluation on a real dataset collected from GitHub and we compare
our tool with the three similarity metrics introduced above.

In this section, we review some of the most notable approaches that have been developed to measure the simi-
larity between software systems or OSS projects. These approaches deal with the detection of: (i) similar open
source applications, (ii) similar mobile applications, (iii) software plagiarisms and clones, and (iv) relevant
third-party libraries.
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To detect clone among Android apps, Wang et al. propose WuKong [145] which employs a two-phase process
as follows. The first phase exploits the frequency of Android API calls to filter out external libraries. After-
wards, a fine-grained phase is performed to compare more features on the set of apps coming from the first
phase. For each variable, its feature vector is formed by counting the number of occurrences of variables in
different contexts (Counting Environments - CE). An m-dimensional Characteristic Vector (CV) is generated
using m CEs, where the i-th dimension of the CV is the number of occurrences of the variable in the i-th CE.
For each code segment, CVs for all variables are computed. A code segment is represented by an n×m Char-
acteristic Matrix (CM). For each app, all code segments are modelled using CM, yielding a series of CMs and
they are considered as the features for the app. The similarity between two apps is computed as the proportion
of similar code segments. The similarity between two variables v1 and v2 is computed using cosine similarity
[140],[141] between their feature vectors. Evaluations on more than 100, 000 Android apps collected from 5
Chinese app markets show that the approach can effectively detect cloned apps [145]. CROSSSIM is also able
to deal with low-level features as by WuKong if such features are integrated into the graph.

Lo et al. develop TagSim4, a tool that leverages tags to characterize applications and then to compute similarity
between them [77]. Tags are terms that are used to highlight the most important characteristics of software
systems [150] and therefore, they help users narrow down the search scope. TagSim can be used to detect
similar applications written in different languages. Based on the assumption that tags capture better the intrinsic
features of applications compared to textual descriptions, TagSim extracts tags attached to an application and
computes their weights. This information forms the features of a given software system and can be used to
distinguish it from others. The technique also differentiates between important tags and unimportant ones
based on their frequency of appearance in the analyzed software systems. The more popular a tag across the
applications is, the less important it is and vice versa. Each application is characterized by a feature vector,
and each entry corresponds to the weight of a tag the application has. Eventually, the similarity between two
applications is computed as the cosine similarity [140],[141] between the two vectors. To evaluate TagSim,
more than a hundred thousands of projects have been collected and analyzed [77]. A total of 20 queries were
used to study the performance of the algorithm in comparison with CLAN. The authors also performed a user
study to manually analyze the extent to which two applications are similar. The experimental results show that
TagSim helps achieve better performance in comparison to CLAN.

Inspired by CLAN, Linares-Vásquez et al. develop CLANdroid for detecting similar Android applications
with the assumption that similar apps share some semantic anchors [73]. Nevertheless, in contrast to CLAN,
CLANdroid works also when source code is not available as it exploits other high-level information. By ex-
tending the scope of semantic anchors for Android apps, starting from APK (Android Package) CLANdroid
extracts quintuple features, i.e., identifiers, intents from source code, API calls and sensors from JAR files, and
user permissions from the AndroidManifest.xml5 specification. This file is a mandatory component for any An-
droid app and it contains important information about it. For each feature, a feature-application matrix is built,
resulting in five different matrices. Latent Semantic Indexing is applied to all the matrices to reduce the dimen-
sionality. Afterwards, similarity between a pair of applications is computed as the cosine similarity between
their corresponding feature vectors from the matrix. Users can query for similar apps with a given app by spec-
ifying which feature is taken into consideration. Evaluations have been performed to study which semantic
anchors are more effective [73]. The authors also analyze the impact of third-party libraries and obfuscated
code when detecting similar apps, since these two factors have been shown to have significant impact on reuse
in Android apps and experiments using APKs. The evaluation on a dataset shows that computing similarity
based on API helps produce higher recall. According to the experimental results, the feature sensor is ineffec-
tive in computing similarity. By comparing with a ground-truth dataset collecting from Google Play, the study

4For the sake of clarity, in this deliverable we give a name for the algorithms that have not been originally named
5https://developer.android.com/guide/topics/manifest/manifest-intro.html
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gives some hints on the mechanism behind the way Google Play recommends similar apps. CROSSSIM is rel-
evant to CLANdroid since it can work with low-level features by representing function calls, API calls in the
graph as we already demonstrated in our recent work [94],[96].

With the aim of finding apps with similar semantic requirements, SimApp has been developed to exploit high-
level metadata collected from apps markets [29]. If two apps implement related semantic requirements then
they are seen as similar. Each mobile application is modeled by a set of features, so called modalities. The
following features are incorporated into similarity computation: Name, Category, Developer, Description,
Update, Permissions, Images, Content rating, Size and Reviews. For each of these features, a function is
derived for each of the features to calculate the similarity between applications. The final similarity score for
a pair of apps is a linear combination of the multiple kernels with weights. Through the use of a set of training
data, the optimal weights are determined by means of online learning techniques.

AnDarwin is an approach that applies Program Dependence Graphs to represent apps [33], and feature vectors
are then clustered to find similar apps. Locality Sensitive Hashing is used to find approximate near-neighbors
from a large number of vectors. AnDarwin works according to the following stages: (i) It represents each app
as a set of vectors computed over the app’s Program Dependence Graphs; (ii) Similar code segments are found
by clustering all the vectors of all apps; (iii) It eliminates library code based on the frequency of the clusters;
(iv) Finally, it detects apps that are similar, considering both full and partial app similarity. AnDarwin has been
applied to find similar apps by different developers (cloned apps) and groups of apps by the same developer
with high code reuse (rebranded apps). An evaluation using more than 200, 000 apps from different Android
markets demonstrated that the system can effectively detect cloned apps.

LibRec is a tool that provides developers them with library recommendations to help developers leverage
existing libraries [138]. LibRec suggests the inclusion of libraries that may be useful for a given project using
a combination of rule mining and collaborative filtering techniques. It finds a set of relevant libraries, based
on the current set of libraries that a project already uses. Association rule mining is applied to find similar
libraries that co-exist in many projects to extract libraries that are commonly used together. The component
then rates each of the libraries based on their likelihood to appear together with the currently used libraries.
A collaborative filtering technique is applied to search for top most similar projects and recommends libraries
used by these projects to a given project. Given a project, similarity is computed against all projects and top
similar projects are selected. The libraries used by the top similar projects are used as recommendations based
on a score computed according to their popularity. Considering a set of projects and a set of libraries each
project is characterized by a feature vector using the set of libraries it includes. The similarity between two
projects is the cosine similarity between their feature vectors.

A summary of all the similarity metrics introduced in this section is depicted in Table 1. Most low-level
similarity algorithms attempt to represent source code (and API calls) in a term-document matrix and then
apply SVD to reduce dimensionality. The similarity is then computed as the cosine similarity between feature
vectors. Among others, MUDABLUE, CLAN, and CLANdroid belong to this category. In contrast, high-
level similarity techniques do not consider source code for similarity computation. They characterize software
by exploiting available features such as descriptions, user reviews, and README.MD file. The similarity is
computed as the cosine similarity of the corresponding feature vectors. For computing similarity between
mobile applications, other specific features such as images and permissions are also incorporated. A current
trend in these techniques is to exploit textual content to compute similarity, e.g., in AppRec [16], SimApp
[29], TagSim [77]. A main drawback with this approach is that, same words can be used to explain different
requirements or the other way around, the same requirements can be described using different words [42]. So
it might be the case that two textual contents with different vocabularies still have a similar description or two
files with similar vocabularies contain different descriptions.
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Considered features Descriptions
Dependencies – – – 3 – – – 3 – Set of third-party libraries that a project includes
API Calls 3 3 3 3 – 3 – – – API function calls that appear in the source code of the analyzed projects. They are used to build

term-document matrices and then to calculate similarities among applications
Functions 3 – – – – 3 – – – Functions defined in a project’s source code
Stars – – – – – – – – 3 The GitHub star events occurred for each analyzed projects
Timestamps – – – – – – – – 3 The point of time when a user stars a repository
Statements 3 – – – – – – – – Source code statements
Identifiers 3 – 3 3 – – – – – All artifacts related to source code, such as variable names, function names, package names, etc.
App name – – – – 3 – – – – Name of a mobile app may reveal its functionalities
Descriptions – – – – 3 – – – – The description text of an app
Developers – – – – 3 – – – – All developers who contribute to the development of a software/an app
Readme – – – – 3 – 3 – – Descriptions or README.MD files, used to describe the functionalities of an open source project
Tags – – – – – – 3 – – The tags that are used by OSS platforms, e.g. SourceForge to classify and characterize an OSS

project
Updates – – – – 3 – – – – The newest changes made to the considered applications
Permissons – – 3 – 3 – – – – This feature is available by mobile apps. It specifies the permission of an app to handle data in a

smartphone
Screenshots – – – – 3 – – – – This feature is available by mobile apps. It is a picture representing an app
Contents – – – – 3 – – – – Each app has content rating to describe its content and age appropriateness
Size – – – – 3 – – – – Some similarity metrics assume that two apps whose size is considerably different cannot be

similar
Reviews – – – – 3 – – – – All user reviews for an app are combined in a document
Intents – – 3 – – – – – – For a mobile app, an intent is description for an operation to be performed
Sensors – – 3 – – – – – – In mobile devices, sensors can provide raw data to monitor 3-D device movement or positioning,

or changes in the environment. A set of features can be built from sensors to characterize an app
Used techniques

TDM &
LSA

3 3 3 – – – – – – TDM [30] and LSA [68] are generally used in combination to model the relationships between
API calls/identifiers and software systems and to compute the similarities between them

COS 3 3 3 3 3 – 3 3 3 Cosine similarity [140],[141] is widely used in several algorithms for computing similarities
among vectors

JCS – – – – – 3 – – 3 Jaccard index [57] is used for computing similarity between two sets of elements

Table 1: Summary of the similarity algorithms and their features.
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The matching of words in the descriptions as well as source code to compute similarity is considered to be
ineffective as already stated in [82]. To overcome this problem, the application of a synonym dictionary like
WordNet [84] is beneficial. Nevertheless, there is an issue with the approaches like REPOPAL where readme
files are used for similarity computation. Since in general the descriptions for software projects are written
in different languages, the comparison of readme files in different languages should yield dissimilarity, even
though two projects may be similar. SimApp [29] is the only technique that attempts to combine several
high-level information into similarity computation. It eventually applies a machine learning algorithm to learn
optimal weights. The approach is promising, nevertheless it is only applicable in the presence of a decent
training dataset, which is hard to come by in practice.

2.2 API Usage Recommendations

MAPO has been developed to mine API usage patterns from client code projects [157]. The system ana-
lyzes source files to collect API usage information and groups the API methods into clusters. Afterwards, it
mines API usage patterns from the clusters, ranks them according to the similarity with developer context, and
eventually recommends complete API code snippets to developers.

Moreno et al. introduce MUSE, a practical tool to recommend code examples related to a specific function [87].
MUSE parses source code to extract method usage, it simplifies examples and detects clones to group similar
code snippets. Furthermore, it is able to rank recommendation outcomes according to various characteristics,
i.e., reusability, understandability, and popularity.

Wang et al. proposed UP-Miner, aiming at reducing redundancy as well as covering a wide range of API
usage patterns from source code [146]. From an input API method, the technique automatically finds all usage
patterns and returns related code snippets.

Strathcona [53] is a recommendation tool, which analyzes developer’s context from the structural point of view
and suggests a possible implementation related to the task that she is developing. Strathcona uses six heuristics
based on inheritance hierarchy, field types method calls, and object usage in order to build the query. The built
query is then executed on a repository containing all possible usage of the APIs and it is built automatically
from the context. Finally, Strathcona retrieves code examples, which can be navigated by the developer both
graphically and in a textual way.

Fowkes et al. introduce PAM (Probabilistic API Miner), a parameter-free probabilistic approach to mine API
usage patterns [41]. PAM uses the structural Expectation-Maximization (EM) algorithm to infer the most
probable API patterns from client code, which are then ranked according to their probability. PAM outperforms
both MAPO and UP-Miner (lower redundancy and higher precision).

The NCBUP-miner (Non Client-based Usage Patterns) [126] is a technique that identifies unordered API usage
patterns from the API source code, based on both structural (methods that modify the same object) and semantic
(methods that have the same vocabulary) relations. The same authors also propose MLUP [125], which is
based on vector representation and clustering, but in this case client code is also considered. MLUP is used
for mining multi-level API usage patterns, which are clusters of methods that co-exist in a method performing
a specific functionality. As input, the technique takes the source code and extracts the relevant methods of the
considered API. Each API public method is characterized by a vector, where each entry corresponds to a client
method. Clustering techniques are then used to group API methods that are usually used together by projects.

Table 2 provides a summary on different approaches for mining API usage and their corresponding character-
istics.
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Name/Authors Similarity Computation Clustering Dataset Output
MAPO [157] Class name, Method

name, API call sequences
Data-driven Java projects API usage patterns

UP-Miner [146] SeqSim technique similar
sequences

Two clustering on fre-
quent sequences with
BIDE [147]

C# projects Probabilistic graph of API

CLAMS [60] Longest Common Subse-
quence, Distance matrix

LCS [51], HDBSCAN
[25] techniques AP-TED
for top rank snippets

Client projects from 6
popular Java libraries

API usage patterns

APIRec[88] Association-based model
with fine-grained code
changes

Association-based change
inference model

50 GitHub Java
projects

Most frequent API calls

APIMiner extension[86] Structural similarity
among API

FP-growth with WEKA
tool [49]

Android projects Enhanced documentations

Niu et. al[102] Object usages social net-
work with co-existence
relation

Co-existence relation
with modularity index
method call similarity
with Gamma index

Android project API usage patterns

CodeBroker[151] Latent semantic analysis
[67]

Discourse model, user
model

Java core libraries Three layered information
relevant tasks, signature and
JavaDoc

Table 2: Summary of API usage recommendation techniques.
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Niu et al. extract API usage patterns using API class or method names as queries [103]. They rely on the
concept of object usage (method invocations on a given API class) to extract patterns. The approach outper-
forms UP-Miner and Codota,6, a commercial recommendation engine in terms of coverage, performance, and
ranking relevance.

Sourcerer [75] is a code search tool mainly based on Lucene. Source codes are indexed according to the
included keywords and by considering fingerprints, which summarize code snippets in vectors and give in-
formation about the syntactical aspects of the code. Sourcerer maps also the developers of each snippet in a
matrix consisting of developer-document entries. This kind of process gives further information about the de-
velopers who write the code: in particular, Sourcerer can categorize developers with best skills according to
their contributions.

The authors in [78] introduce CodeHow, a code search engine specifically conceived to parse APIs online doc-
umentation by analyzing the user’s query. As the first step, the tool retrieves and parses information coming
from the documentation by applying the most classical text preprocessing techniques, i.e., text normalization,
stop words removal and stemming. Then, CodeHow finds similarities between the user’s query and the API
related to it. To identify the relevant APIs among all retrieved ones, the authors propose the adoption of an in-
formation retrieval technique, called the Extended Boolean Model (EBM), and they make use of ElasticSearch
as the main indexing and searching platform.

We developed FOCUS [96] a recommender system for mining API calls and usage patterns. The system
represents mutual relationships among projects using a tensor and exploits a collaborative-filtering technique
to mine API calls [129]. The main advantage of the system is that it does not depend on any specific set of
libraries to generate API calls. Furthermore, FOCUS scales well with large datasets exploiting the context-
aware collaborative-filtering technique that helps effectively remove irrelevant API function calls.

2.3 Library Recommendations

Teyton et al. introduce LibTic, an approach to identify relevant experts of Java libraries among GitHub devel-
opers by automatically mining software repositories [136]. Thus, LibTic can also be used to identify experts
that can be contacted to ask questions concerning the usage of libraries.

LibFinder is an approach developed by Ouni et al. and it is based on a multi-objective search-based algorithm
for supporting developers in searching for "useful" libraries when they implement a new software system [105].
The authors suggest that embedding library semantics in third-party library recommendation can increase
efficiency [105].

The problem of third-party library recommendation has been well defined by Thung et al. [138]. In this work,
LibRec was proposed to help developers discover existing libraries that may be useful for a given project us-
ing a combination of rule mining and collaborative filtering techniques [131]. Considering a set of projects
P = (p1, p2, ...pm) and a set of libraries L = (l1, l2, ...ln), i.e. ~pi = (Ii(l1), Ii(l2), ..Ii(ln)), where Ii(lr)
is the inclusion of library lr in project pi. Ii(lr) = 1 if lr is used in pi, otherwise Ii(lr) = 0, the similarity
between two projects is computed as the cosine of the angle between the two vectors. Given a project, sim-
ilarity is computed against all projects and the most similar projects are selected. A performance evaluation
was conducted on 500 GitHub projects to validate the proposed hypotheses. LibRec has been considered as
baseline for evaluating the performance of the new approach that we have conceived in CROSSMINER for
recommending libraries as presented in Sec. 6.

6https://www.codota.com/
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2.4 Mining StackOverflow to support software development

StackOverflow can be exploited to support coding activities by providing developers with messages and code
snippets therein that are relevant to the query explicitly or implicitly defined by the user. In this deliverable,
we develop SOrec, a tool for finding StackOverflow posts that match with an input code snippet. SOrec
imposes various measures on both the data collection and query phases. Furthermore, to improve efficiency
Apache Lucene [1], an information retrieval library is used to index the textual content and code coming from
StackOverflow. This section reviews related work in mining StackOverflow and associate these studies with
SOrec.

Zagalsky et al. [152] present Example overflow, which allows developers to search for code snippets starting
from provided keywords, which in turn are used by the system for retrieving code snippets from a local SO
dump. Similarly to our approach, the search function is based on Apache Lucene even though the outcome of
Example overflow consists of embeddable code, whereas SOrec is able to retrieve full posts that are related to
the user context.

Ponzanelli et al. [111] propose Seahawk, a tool able to retrieve SO discussions, which are linked to the source
code being developed. The search mechanism exploits code similarity techniques essentially based on TD-
IDF. The SOrec search mechanisms are instead based on different boosting features that are considered when
creating queries and when executing them atop of Apache Lucene.

Prompter [113] has been devised to extend Seahawk by focusing on the query creation phase and on the
model, which is used to rank the retrieved posts. The tool relies on public search engines i.e., Google and Bing
to retrieve SO messages. Further than focusing on the query creation phase, SOrec identifies also different
aspects that are used to properly create data indexes and to accordingly define the queries by exploiting boosting
mechanisms provided by Apache Lucene.

An approach to recommend a ranked list of pairs of SO questions and answers based on the user query con-
sisting of a list of terms has been proposed by de Souza et al. [36]. Furthermore, the approach also allows one
to classify SO posts according to defined labels like how-to, debug corrective, etc. The main difference with
SOrec relies on the way queries are defined. In particular, in SOrec queries consist of the whole developer
context, instead of only lists of terms explicitly defined by the user as in [36].

Rigby and Robilliard [117] propose ACE (Automated Code Extractor) that mines an input SO dump in order to
find relevant elements in the code. ACE relies on a fully text-based analysis mechanism to identify and create
indexes of the so-called salient element in the code. Differently to SOrec, ACE uses island parsers based on a
set of regular expressions to approximate Java qualified statements (i.e., package definitions, class names, and
so on).

StackOverflow data has been analyzed also with the aim of assessing documentation coverage for specific APIs.
For instance, in the empirical study presented in [107] authors show that StackOverflow contains questions and
answers covering 87% of the Android APIs. To perform the analysis, authors conceived a supporting platform
to maintain an API index i.e., a dataset to keep track of the links between retrieved SO posts and related
elements of the API being considered.

In this deliverable, we implement and evaluate SOrec, a recommender system for searching for relevant Stack-
Overflow posts. SOrec distinguishes itself from current approaches that deal with the mining of StackOverflow
as it addresses different phases of the whole searching process, i.e., Index Creation, Query Creation and Query
Execution. To this end, SOrec attempts to effectively exploit the well-defined indexing and searching mecha-
nisms provided by Lucene to increase the exposure of queries to the indexed data. More details of our proposed
approach are presented in Section 7.
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2.5 Classification of StackOverflow posts

Discussions in online forums contain useful instructions on how to leverage a specific API. However, such
communication is normally dispersed among various threads, and the grouping of similar API discussions into
a single category will free developers from the search effort. In this section, we review some of the most
notable studies that deal with this issue.

Hou and Mo [54] perform an investigation of how well machine learning algorithms can be applied to catego-
rize API discussions into specific topics according to their content. A Naïve Bayes classifier has been exploited
to classify API discussions into API specific topics. Furthermore, the authors also investigated the impacts of
various feature selection methods on classification accuracy, including stop words removal, words splitting.
The approach was evaluated by using three groups of posts, consisting of 46, 158, and 833 documents, respec-
tively. The authors also concluded that the classification performance is largely affected given that documents
can be classified with multi labels.

CASE is an automated classifier that works by caching a subset of terms whose affinity scores to each category
are the highest, and then building a classifier based on the cached terms [158]. CASE considers different inputs
for its computation, i.e., text, code, and the combination of both. Starting from a post, the system performs
some pre-processing steps to convert into a feature vector. First, it parses each post into token, removes stop
words and stems the remaining tokens. Afterwards, CASE represents each post using bag-of-words. To reduce
the number of features, a term cache algorithm was then proposed to select the most representative terms.
CASE has been evaluated using the 3 datasets curated by Hou and Mo [54]. The experiment results show that
CASE achieves accuracy scores of 0.69, 0.77, and 0.96 for the 3 datasets and this means that CASE clearly
outperforms the approach proposed by Hou and Mo [54].

Beyer et al. [15] present an automated classifier using two machine learning algorithms, namely Random Forest
and Support Vector Machines. The obtained model can be used to aid developers in browsing SO discussions
or researchers in building recommenders based on SO. A dataset of 500 StackOverflow posts has been curated
and manually classified into seven categories. The evaluation has been conducted using various experimental
configurations with respect to the representation of the input data. The experimental results show that when
Random Forest is used together with phrases as input data, the proposed models obtain the best classification
performance. In particular, an average precision and recall of 0.88 and 0.87.

In this deliverable, we implement and evaluate SCORE, a system for the automated classification of SO posts
into independent categories (see Section 8). The final aim is to provide developers with posts discussing a same
topic to a given API. This is highly useful since it helps developers quickly approach the set of most relevant SO
posts. We compared SCORE with three state-of-the-art tools, i.e., the ones mentioned above [15],[54],[158],
and we demonstrate that out proposed tool outperforms the baselines.

2.6 Neural Networks in Software Engineering

The ability to learn from labeled data allows neural networks to have a wide range of applications. The work
in [17] presents an overview of neural networks for pattern recognition. A multi-purpose algorithm based
on a single deep convolutional neural network (CNN) for solving various problems, e.g., face detection, face
alignment, smile detection is introduced in [115]. The authors in [154] review different applications of neural
networks also identifying the characteristics that make them suitable for forecasting tasks. The work also
identifies issues related to the selection of number hidden layers as well as the number of neurons.

For classification, neural networks have demonstrated their suitability in various application domains. An
approach to classify individual characteristics in behavioural sciences using a neural network is proposed
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in [116]. The authors in [6] investigate two different types of neural networks for classification, i.e., back-
propagation and probabilistic neural network and find out that only the latter is suitable for the detection of
novel patterns. A series of experiments with convolutional neural networks for sentence-level classification
tasks is reported in [63].

A deep neural network (DNN) has been exploited to find similar software applications [89]. Apart from the
input and output layers, two hidden layers are used to derive the high-level concepts for each project. The two
hidden layers extract features and concepts of the project and then provide the output results in form of an
N -dimension vector. Given an input project, the systems produces an N-dimension vector, where each entry
corresponds to the likelihood of the project being classified to a given category. The proposed approach has
been evaluated by comparing with some standard machine learning approaches, i.e., naive Bayes and classical
neural networks using ten-fold cross-validation. A ground-truth dataset was generated by manually labeling
projects to validate the approach’s outcome. The experimental results show that the DNN approach obtains a
higher accuracy compared with the other approaches as it retrieves almost the same categories with respect to
the labels given by humans.

Le Clair et al. [69] develop a neural text classification technique to deal with the representation of source code.
The approach takes into consideration the fact that low-level details from a project’s code normally do not
match with its high-level features, due to the different programming styles of developers. A word embedding
technique is exploited to assign a single category to a project. Each software project is encoded in a string
that summarizes the project’s name, function name, and content. Then, the string is transformed into a vector
of integer numbers. A word is represented as a vector of integers and it is used to feed a neural network
and to produce categories. After the preprocessing phase, a neural network which is made of three layers is
used to classify the input data. The first layer, so-called Embedding layer, takes as input a word previously
described and produces a matrix, composed by the sequence length times embedding dimensions. Then the
Convolution layer takes as input from the previous layer and assigns a category to a function by analyzing the
sequence of tokens. A long short term memory (LSTM) is used to capture the semantics between the sequence
of tokens. Then the model uses a Hidden layer for learning the LSTM units and understand at which category
they belong. Finally, the output dense layer produces a real value vector with the category.

DeepAPI [47] is a deep-learning method used to generate API usage sequences given a query in natural lan-
guage. The learning problem is encoded as a machine translation problem, where queries are considered the
source language and API sequences the target language. Only commented methods are considered during the
search. The same authors [46] present CODEnn (COde-Description Embedding Neural Network), where, in-
stead of API sequences, code snippets are retrieved to the developer based on semantic aspects such as API
sequences, comments, method names, and tokens.

In this deliverable, we exploit a feed-forward neural network to build SCORE, a supervised classifier to cat-
egorize StackOverflow posts. An evaluation using various datasets demonstrates that the tool is able to learn
from manually classified data and effectively categorize incoming unlabeled data, obtaining a high prediction
performance thus outperforming two baselines.
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3 The CROSSMINER Recommender Systems

In recent years, recommender systems have gained momentum in various disciplines. For instance, in customer
service systems recommendation techniques are implemented as a means to help users make an appropriate
choice [153]. In the entertainment industry, recommender systems are used to suggest movies or music to
users, according to their personal preferences [31],[38],[99]. To name a few, Netflix [45], Amazon [74], and
LinkedIn [149] are among the most notable online services that launch the recommendation feature, with the
ultimate aim of tailoring services to customers’ needs [104].

In Software Engineering, recommender systems have become popular as they are deployed to provide devel-
opers with resources that are considered to be useful for their current development tasks [43],[92]. This feature
contributes towards the reduction in the time spent to discover and understand artifacts from OSS repositories,
thus fostering re-usability and productivity [121].

Our approach is based on recommender systems that provide recommendations to developers with regards to
their development context. We derive recommendation techniques from the mechanisms implemented for e-
commerce systems [74]. There, given a customer, products that have been purchased by similar customers are
recommended to her [130]. Similarly, given a software project, we recommend artifacts that exist in projects
that are similar to it. A content-based recommender system works by recommending to a developer various
artifacts, e.g., code snippets, API method invocations and external libraries that are similar to the projects being
developed [108]. A collaborative-filtering recommender system recommends artifacts to a developer based on
the artifacts used by developers with similar behaviors [129, 131].

Figure 1 depicts an overview of the approach we have been promoting in the context of the CROSS-
MINER project. We feed a Knowledge Base with data curated from OSS forges. The OSS ecosystem
representer transforms the collected metadata into a mathematically computable format which then serves
as input for the Similarity Calculator and the Recommender systems. The goal is to support the de-
velopment of new software systems by relying on existing and reusable open source components. Such recom-
mendations are produced by mining heterogeneous sources of information including source code repositories,
bug tracking systems, forums, and Q&A systems like StackOverflow [2].

OSS forges

OSS ecosystem representer

Similarity computator

Recommender systems

Knowledge 
base

mine feed /
use

Figure 1: The main components underpinning the CROSSMINER recommendation systems.

The development of recommendation providers as shown in Figure 1 has been realized by relying on existing
recommender system techniques. In particular, collaborative-filtering recommender systems (CFRSs) have
been employed to suggest developers additional third-party libraries that should be included in the system
being developed. Meanwhile, to conceive recommendations consisting of API function calls and source code
snippets, we make use of a context-aware recommender system (CARS). Collaborative-filtering recommender
systems work on the premise that “if customers agree about the quality or relevance of some items, then they
will likely agree about other items” [131]. A CFRS exploits a 2-D matrix to represent the relationships between
users and items and computes missing ratings. The CF technique can be applied in mining OSS repositories,
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as long as we can find suitable mappings from the domain of product recommendation. A possible mapping is
as follows, if we consider projects as customers, and libraries as products, then we can recommend third-party
libraries using the CF technique. Instead of recommending products, we recommend third-party libraries to
projects using an analogous mechanism: “if projects share some libraries in common, then they will probably
share other common libraries.”

Mining and Analysis Tools

Data Preprocessing Capturing Context Producing 
Recommendations

Presenting 
Recommendations

Knowledge Base

Source Code 
Miner

NLP
Miner

Configuration
Miner

Cross project
Analysis

OSS forges

Source 
Code

Natural 
language 
channels

Configuration 
Scripts

lookup/store

mine

Developer
IDE Knowledge Base

query

recommendations Data 
Storage

Data 
Storage

Real-time recommendations that serve productivity and quality increase

Developer

Figure 2: A high-level view of the CROSSMINER architecture.

The proposed solution is made up of four main modules as depicted in Figure 2. The Data Preprocessing
module contains tools that extract metadata from OSS repositories. Data can be of different types, such as:
source code, configuration, or cross project relationships. Natural language processing (NLP) tools are also
deployed to analyze developer forums and discussions. The collected data is used to populate a knowledge
base which serves as the core for the mining functionalities. By capturing developers’ activities (Capturing
Context), an IDE is able to generate and display recommendations (Producing Recommendations and
Presenting Recommendations)
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4 Recommendation of project alternatives with similar APIs

In this section, we present an approach for recommending projects with similar APIs. Based on the model
for computing similarity among OSS repositories presented in Deliverable D6.2, i.e., CROSSSIM [90], in this
section we derive a technique that allows for finding similar projects with respect to the third-party library
usage, given a specific project.

4.1 Proposed Approach

Computing similarities among software systems is considered to be a difficult task [29],[82]. In addition, the
miscellaneousness of artifacts in OSS repositories as well as their cross relationship makes the similarity com-
putation even more complicated. For recommender systems in general, the ability to measure the similarity
between items plays an important role in obtaining relevant recommendations [48]. Intuitively, for software
mining recommender systems, the measurement of similarities between artifacts, e.g. projects, dependencies,
code snippets, or even developers shall also be a critical factor. Nevertheless, the computation of similarities
between software systems/open source projects in particular has been identified as a thorny issue [82]. Fur-
thermore, considering the miscellaneousness of artifacts in OSS repositories, similarity computation becomes
very complicated as many artifacts and several cross relationships prevail.

To enable both the representation of different OSS projects and the calculation of their similarity, a graph-based
model has been conceived. Specifically, the model has been chosen since it allows for flexible data integration
and facilitates numerous similarity metrics [18]. We consider the community of developers together with OSS
projects, libraries and all mutual interactions as an ecosystem. Graphs are then used for representing different
types of relationships in the OSS ecosystem.

We exploit the tool developed in Task 6.2, i.e., CROSSSIM [90] for this purpose. However, in order to meet the
requirements specific to this type of recommendation, we impose some changes to the original graph. Since
CrossSim offers a flexible representation of the OSS ecosystem, only third-party libraries are used as feature.
Furthermore instead of using isUsedBy we reverse the direction of one edge, resulting in includes. As an ex-
ample, we consider a set of four projects P = {p1, p2, p3, p4} and a set of libraries L = {lib1=junit:junit;
lib2=commons-io:commons-io; lib3=log4j:log4j; lib4=org.slf4j:slf4j-api; lib5=org.slf4j:slf4j-log4j12}. By
observing the pom.xml files7 of the projects in P , we discovered the following inclusions: p1 3 lib1, lib2;
p2 3 lib1, lib3; p3 3 lib1, lib3, lib4, lib5; p4 3 lib1, lib2, lib4, lib5. The graph for the set of projects is depicted
in Figure 3.

We adopt the approach proposed by Di Noia et al. [38] to compute the similarities among OSS graph nodes, as
it has been successfully exploited by many studies to do the same task [22],[61]. Among other relationships,
two nodes in a graph are deemed to be similar if they point to the same node with the same semantic edge. For
instance, the graph in Figure 3 depicts the relationships among 4 projects and 5 third-party libraries. There,
we see that p3 and p4 are highly similar since they both point to three nodes representing lib1, lib4, lib5. This
reflects the actual relationship of the two projects by the view of Software Engineering: they are similar since
they implement common functionalities by using common libraries [82]. By the view of recommendation
algorithms, given a project p, suggested libraries for p should come from the most similar projects to p [104].

Using this metric, the similarity between two project nodes p and q in an OSS graph is computed by considering
their feature sets [38]. Given that p has a set of neighbour nodes (lib1, lib2, .., libn), the features of p are

7The file pom.xml defines all project dependencies with external Maven libraries (https://maven.apache.org/
guides/introduction/introduction-to-the-pom.html)
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Figure 3: Graph representation for projects and libraries

represented by a vector
−→
φ = (φ1, φ2, .., φn), with φi being the weight of node libi. It is computed as the

term-frequency inverse document frequency value as follows:

φi = flibi ∗ log(
|P |
alibi

) (5)

where flibi is the number of occurrence of libi with respect to p, it can be either 0 and 1 since there is a
maximum of one libi connected to p by the edge includes; |P | is the number of projects in the collection; alibi
is the number of projects connecting to libi via the edge includes. According to Eq. 5, node lib1 in Figure 3
has a low weight compared to other nodes since it is pointed by all four project nodes. In practice, this is
comprehensible since junit:junit is a very popular dependency and thus it should have a less important role in
characterizing a project.

Eventually, the similarity between p and q with their corresponding feature vectors
−→
φ = {φi}i=1,..,l and

−→ω = {ωj}j=1,..,m is computed as given below:

sim(p, q) =

∑n
i=1 φi × ωi√∑n

i=1(φi)
2 ×

√∑n
i=1(ωi)

2
(6)

where n is the cardinality of the set of libraries that p and q share in common [38]. Intuitively, p and q are
represented as vectors in an n-dimensional space and Eq. 6 measures the cosine of the angle between the two
vectors.

4.2 Evaluation

The proposed technique is used to find project alternatives with similar APIs, given an input project. Inter-
estingly, it is also applicable to the module for computing project similarity by the third-party library rec-
ommender system, which is going to be detailed later on in this deliverable. Thus, rather than performing
a separate performance evaluation for this technique, we decided to combine it with the one for third-party
library recommendation in Section 6.
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5 API function calls and usage patterns recommendation

The proliferation of OSS repositories in recent years has substantially changed the way people develop soft-
ware. Developers are free to navigate a large information space to search for and re-use artifacts that benefit
their development tasks. Among other activities, embedding API function calls or concrete usage patterns al-
lows for simplifying integration and thus speeding up the development process. Nevertheless, searching for
suitable APIs to be integrated is an uphill task due to the plethora of information available at several OSS
repositories. We aim at assisting developers in mining relevant API function calls and usage patterns from
open source projects. We built a context-aware collaborative-filtering system that exploits the cross relation-
ships among different artifacts in OSS projects to represent them in a graph and eventually to predict the
inclusion of additional API invocations. An evaluation on a dataset curated from the Maven repository shows
that our proposed approach obtains a good performance with respect to various quality indicators. We believe
that the deployment of a context-aware recommender system to provide APIs recommendation is meaningful
and promising.

5.1 Overview

Third-party libraries are interface to runnable and reusable code snippets, they can be embedded in source
code projects independently from environment code [120]. For software developers, integrating external com-
ponents into source code being developed is a daily routine since this helps accelerate the development process
as well as increase reliability. Rather than programming from scratch, developers look for libraries that im-
plement the desired functionalities and integrate them into their existing projects [92]. For such libraries, API
function calls are the entry point which allows one to invoke the offered functionalities. However, in order to
exploit a library to implement the required feature, programmers need to consult various sources, e.g. API doc-
umentation to see how a specific API instance is utilized in practice. Nevertheless, from these external sources,
there are only texts providing generic syntax or simple usage of the API, which may be less relevant to the cur-
rent development context. In this sense, concrete examples of source code snippets that indicate how specific
API function calls are deployed in actual usage, are of great use [87].

Two major types of API mining methods have been identified [60]. By the first type, a system suggests a
ranked list of API invocations and the programmer exercises her own discretion in choosing suitable function
calls. On one side, this scheme gives more freedom to the integration process, on the other side, it lacks details
of control flow and might be suitable only for skilled developers. By the second type of recommendations,
the developer gets real code snippets that implement specific functionalities and she can directly embed the
most relevant snippet into the current function. Such recommendation is considered to be more practical and
helpful. However, since an API function can be used in different contexts depending on the purposes, simply
recommending a code snippet that contains some API functions may not be the solution, it can be irrelevant to
the context as a whole [157].

Clustering has been considered as the de facto mechanism for finding similar source code snippets, aiming to
remove redundant items [60],[157],[146]. Nevertheless, a substantial amount of redundancy is still witnessed
by approaches that rely on clustering [41]. Furthermore, existing studies seem not to fully exploit the con-
text data on which the developer is working to mine the most relevant API usages. In our view, the current
project together with all API function calls, provide a precise insight into the development context and they
should be properly incorporated into the recommendation process. Within the scope of Work Package 6, we
develop FOCUS, a context-aware collaborative filtering recommender system that mines OSS repositories to
provide developers with API FunctiOn Calls and USage patterns [96]. FOCUS concurrently supports two
functionalities: API function calls recommendation and API usage patterns recommendation.
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Figure 4: Overview of the FOCUS architecture.

Our work distinguishes itself from other existing approaches in terms of the following aspects. First, it em-
ploys a new model to represent the mutual relationships in source code. Second, given a project, FOCUS
collaboratively mines API usage from the most similar projects. It attempts to narrow down the search scope
and to focus on only the most relevant API usages by collaboratively filtering out irrelevant items. Further-
more, to the best of our knowledge, existing studies rely heavily on the manual analysis of recommendation
outcome by human to validate performance. Nonetheless, such an analysis is labor intensive, time consuming
and prone to subjective perception [23]. We get rid of a user study and propose an approach to automate the
evaluation process by means of cross validation, splitting a dataset into independent subsets, namely training
data and testing data. In this sense, the main contributions of this chapter are summarized as follows:

• Deploy a context-aware collaborative-filtering technique for recommending API function calls and us-
age patterns;

• Introduce an approach for evaluating the outcomes of API function calls and usage patterns recommen-
dation without relying on a user study;

• Evaluate the performance of the proposed approach on a dataset curated from the Maven repository8.

5.2 Architecture

Different from other existing approaches which normally rely on clustering to find API calls, FOCUS utilizes
a context-aware collaborative-filtering technique to search for invocations from closely relevant projects. The
FOCUS architecture is depicted in Figure 4. By connecting to OSS repositories 1 , the Code Parser 2 ex-
tracts source code projects to obtain relevant metadata. For each project, its source code is also stored to the
database for further retrieval. The Data Encoder 3 gets input metadata and represents it in a mathemat-
ically computable format. The similarities among projects, declarations are computed by the Similarity

8https://mvnrepository.com
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Figure 5: Comparison.

Calculator 5 . The Recommendation Engine 6 exploits the similarity scores and generates recommen-
dations. In particular, the API Generator returns a ranked list of invocations 7 , whereas the Code Builder
queries the Knowledge Base to get real source code snippets 8 and recommends to the developer.

The following terms are introduced to pave the way for further presentation:

• Method invocation (or invocation): a function call from an external API, i.e. ik;
• Method declaration (or declaration): a single source code unit, i.e. a function/procedure, that contains

various invocations from different APIs, i.e. dr 3 (ir1, i
r
2, ...i

r
l ) to realize a specific functionality;

• Software project (or project): a complete, standalone source code unit that consists of a set of declara-
tions p 3 (d1, d2, ...dn) to perform a particular job.

By a context-aware collaborative-filtering technique, given a customer who needs recommendations on what
additional products should be put into the shopping cart, the intuition is to collaboratively deduce the pres-
ence of prospective items from those that have been purchased by similar customers in comparable contexts
[28]. Here, similar customers and contexts play the role of a filter that helps narrow down the search scope.
Instead of searching in all projects, the search engine only looks for invocations from similar projects, thus
yielding the feature collaborative filtering. To solve the problem of API usage recommendation, an analogous
mechanism is applied. By considering the following mappings: projects–contexts, declarations–customers,
and invocations–products, we are able to transform the model applied in products recommendation into a so-
lution for recommending API usages. Intuitively, as illustrated in Figure 5, we simulate the situation when a
customer (a declaration) wonders if she (it) should buy (incorporate) a product (an invocation) given a concrete
context (the current project). Given an active declaration, we search for prospective invocations from those in
similar declarations belonging to comparable projects.

5.3 Data Representation

Figure 6 depicts an example with the Java code snippets of a method declaration named clone(). For a
project, FOCUS works on the basis of declarations and invocations. In the first place, it is necessary to directly
extract those artifacts from source code. We chose Rascal M3 [56] since it allows to parse various types of
input data. Given a project, the tool is used to extract relevant declarations and invocations, i.e. those that
come from third-party libraries.

For each declaration or invocation, Rascal M3 returns the full name of data type for all the parameters.
Though this seems trivial at first glance, it is useful since it helps distinguish invocations with same name,
but containing different types of input parameters. The metadata extracted for the method introduced in Fig-
ure 6 is depicted in Figure 7. The declaration is represented as ClientRequestImpl/clone(javax.ws.-
rs.core.MultivaluedMap) by Rascal M3.
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private static MultivaluedMap<String, Object> clone(MultivaluedMap<String, Object> md) {

MultivaluedMap<String, Object> clone = new OutBoundHeaders();

for (Map.Entry<String, List<Object>> e : md.entrySet()) {

clone.put(e.getKey(), new ArrayList<Object>(e.getValue()));

}

return clone;

}

Figure 6: Method declaration clone().

java/util/Iterator/next()

com/sun/jersey/core/header/OutBoundHeaders/OutBoundHeaders()

java/util/Iterator/hasNext()

java/util/Set/iterator()

java/util/ArrayList/ArrayList(java.util.Collection)

javax/ws/rs/core/MultivaluedMap/entrySet()

javax/ws/rs/core/MultivaluedMap/put(java.lang.Object,java.lang.Object)

java/util/Map$Entry/getValue()

Figure 7: Metadata extracted from clone().

From the extracted metadata, we represent the relationships among declarations and invocations using a user-
item matrix. In this matrix, each row represents a declaration and each column represents an invocation. A
cell is set to 1 if the declaration in the corresponding row contains the invocation in the column, otherwise
it is set to 0. As an example, Figure 8 shows the user-item matrix of project p1 with 4 declarations, i.e.
p1 3 (d1, d2, d3, d4) and 4 invocations, i.e. (i1, i2, i3, i4).




i 1 i 2 i 3 i 4

d1 1 0 1 1
d2 0 1 1 0
d3 1 0 0 1
d4 0 1 0 0




Figure 8: Representation of the relationship between declarations and invocations

To capture the intrinsic relationships among various projects, declarations and invocations, we come up with
a 3-D user-item-context matrix. For example, Figure 9 depicts a set of three OSS projects P = (pa, p1, p2)
representing by three slices with 4 declarations and 4 invocations in total. Project p1 has already been intro-
duced in Figure 8 and for the sake of readability, the column and row labels are removed from all the slices in
Figure 9. There, pa is the active project and it has an active declaration. Active here means the artifact, e.g.
project, declaration, being considered/developed. Both p1 and p2 are complete projects and called background
data since they are already available and serve as a base for the recommendation process. In practice, it is ex-
pected that we can store as much complete projects as possible since the more background data we have, the
higher is the possibility we are able to mine relevant invocations.

5.4 Similarity Computation

By exploiting the collaborative-filtering technique, the presence of additional invocations is deduced from the
most similar projects. Given an active declaration in an active project, it is essential to find a set of similar
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Figure 9: 3-D matrix representation of the project-declaration-invocation relationship.

projects, and then most similar declarations in those similar projects. To compute similarities, we exploit the
graph representation to model the relationships among projects and invocations introduced in [90]. We employ
a similar representation proposed in Section 4, however using a weighted directed graph. Each node in the
graph represents either a project or an invocation, if project p contains invocation i, then there is a directed
edge from p to i. The weight for an edge p→ i represents the number of invocations i that occur in project p.
Figure 10 depicts the graph for the set of projects introduced in Figure 9. For instance, pa has 4 declarations and
all of them have i4 as an invocation. As a result, the edge pa → i4 has a weight of 4. In the graph, a question
mark represents missing information, since for the active declaration in pa, it is not clear if invocations i1 and
i2 also belong to it or not.

i2 i3

pa

?

p1

32

p2

2

1

i1

? 2

3

i4

4 2

3

Figure 10: Graph representation of projects and invocations.

The similarity between two graph nodes p and q is computed by considering their feature sets [38]. Given that
p has a set of neighbour nodes (i1, i2, .., il), the features of p are represented by a vector

−→
φ = (φ1, φ2, .., φl),
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with φk being the weight of node ik. It is computed as the term-frequency inverse document frequency value
as follows:

φk = fik ∗ log(
|P |
aik

) (7)

where fik is the number of occurrence of ik with respect to p, it is the weight of the edge p → ik; |P | is the
number of projects in the collection; aik is the number of projects connecting to ik. Eventually, the similarity
between two projects p and q with their corresponding feature vectors

−→
φ = {φk}k=1,..,l and−→ω = {ωj}j=1,..,m

is computed as given below:

simα(p, q) =

∑n
t=1 φt × ωt√∑n

t=1(φt)
2 ×

√∑n
t=1(ωt)

2
(8)

The similarities among method declarations are calculated using the Jaccard similarity index as given below:

simβ(d, e) =
|F(d)⋂F(e)|
|F(d)⋃F(e)| (9)

where F(d) and F(e) are the sets of invocations of declarations d and e, respectively.

For instance, in Figure 9 there is an active project pa with an active declaration located at the bottom of the
matrix, marked with a rectangle. By performing the similarity computation, we obtain simα(pa, p1) = 0.8
and simα(pa, p2) = 0.3. Furthermore, by using Eq. 9 we find two similar declarations to the active one, and
they are also marked with a rectangle in p1 and p2. The similar projects and declarations are used to compute
a score for the missing cells. We are going to describe this process in the next section.

5.5 API function calls recommendation

In Figure 9, the active project pa already includes three declarations, and the developer is working on the fourth
declaration which corresponds to the last two-dimensional matrix. pa consists of only two invocations, repre-
sented as the last two columns of the matrix, the cells with the value of 1. The first two cells are marked with a
question mark (?), indicating that it is not clear whether these two invocations should also be incorporated into
pa. This simulates a real development scenario where the developer just started working on a new function, she
has added two function calls and now expects recommendations on additional invocations. This is the point
where FOCUS comes into play. The recommendation engine attempts to predict which invocations the ac-
tive declaration should include by computing the missing ratings in the corresponding slice (two-dimensional
matrix) by means of the following formula [28]:

rd,i,p = rd +

∑
e∈topsim(d)(Re,i,p − re) · simβ(d, e)∑

e∈topsim(d) simβ(d, e)
(10)

Equation 10 is used to compute a real score for the cell representing method invocation i in declaration d of
project p; topsim(d) is the set of top similar declarations of d; simβ(d, e) is the similarity between d and
declaration e, computed using Eq. 9; rd and re are average ratings of d and e, respectively. Re,i,p is understood
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as the combined rating of declaration d for invocation i in all similar projects. It is computed as given below
[28]:

Re,i,p =

∑
q∈topsim(p) re,i,q · simα(p, q)∑

q∈topsim(p) simα(p, q)
(11)

where topsim(p) is the set of top similar projects of p; simα(p, q) is the similarity between p and a similar
project q, computed using Eq. 8. Equation 11 implies that more weight is given to project with a higher
similarity. That means the combined rating for a cell in the active project is more affected by those from the
most similar projects. In practice, it is reasonable since given a project, its similar projects seem to contain
more relevant API function calls than less similar projects. Using Eq. 10 we are able to compute all the missing
ratings in the active project and obtain a ranked list of invocations with scores in descending order. The list is
then provided to the developer as recommendations.

5.6 API usage patterns recommendation

Using FOCUS The ranked list of items provided by FOCUS is suggested as the outcome of the recommen-
dation engine. However, it is up to developers to decide how those invocations shall be included. On one side,
this scheme gives developers freedom to proceed with the integration process. On the other side, it does not
provide enough details to realize a runnable method. In this sense, this type of recommendations might be suit-
able only for resourceful developers. Thus, to further facilitate the development activities, we also implement
a tool for recommending real code snippets.

From the ranked list of recommendations, the top-N items are selected and used as query to search the database
for relevant declarations. The Jaccard index is used to compute similarity between a set of query items and a
declaration represented by metadata consisting set of invocations stored in the Knowledge Base (see Eq. 9).
For each query, we search for declarations that contain as many of the invocations in the query as possible.
Eventually, the original source code corresponding to the matched metadata is retrieved from the Knowledge
Base and recommended to the developer.

Code Parser

3

CLAMS

Matching

Developer

Clustering

4

5

Query

Results

SIMIAN

Developer‘s code

2

OSS
Repositories

API usage patterns

6

1

Figure 11: API usage patterns recommendation using a combination of CLAMS and Simian.
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Using CLAMS and Simian To further enrich the Knowledge Base with various recommendation options,
we propose an approach to suggest API usage patterns. The process applied to generate usage patterns is shown
in Figure 11. Open source projects are scraped and used as input for the Code Parser which then extracts
metadata. From this data, CLAMS [60] is applied to find API usage patterns. As input for the recommendation
process, the context where the developer is working on (represented as a file containing source code) is fed to
the system. Using Simian9, the code is matched against the patterns generated by CLAMS to find the most
similar patterns. After this phase, a ranked list of usage patterns is presented to the developer.

This recommendation tool has been successfully integrated into the Knowledge Base and is available as a
REST API.

5.7 Evaluation

Performing a user study has been accepted as the de facto method to validate an API usage recommendation
tool [87, 102, 157]. Nevertheless, such a user study is not only cumbersome but also highly susceptible to
errors and individual perception. We introduce a validation approach that automates the evaluation by relying
solely on data. We simulate a real developer at different stages of the development process on a dataset curated
from OSS repositories beforehand. The following subsections explain the evaluation in more detail.

5.7.1 Datasets

A set of 3.600 jar files was randomly collected from the Maven repository10 and named as Dataset#1. The
Data Parser is used to extract relevant metadata from the projects. However, declarations that contain less
than 8 invocations are discarded. Our assumption is that declarations with a low number of invocations are
not helpful and shall not be considered. We checked Dataset#1 manually and noticed that many invocations
originate from a same project, i.e. they differ only in their version numbers. For instance, ant-1.6.5.jar and ant-
1.9.3.jar are actually different versions of project ant. The collaborative-filtering technique works well given
that highly similar projects exist, since it just “copies” invocations from similar methods in the very similar
projects (see Eq. 10). Since too similar projects may introduce a bias against the recommendation process,
we decided to create a second dataset. From Dataset#1, for projects with same prefix but different version
numbers, we randomly selected only one among them and removed all the others. The removal results in a
dataset consisting of 1.600 and we named it Dataset#2. Evaluation is performed on both datasets to see how
well FOCUS recommends API invocations with respect to different input data.

5.7.2 Methodology

By using the datasets, we are able to validate the usefulness of the tool without resorting to a manual analysis of
the recommendation outcome. A dataset is split into training data and testing data and ten-fold cross validation
is conducted to validate the performance of FOCUS [32]. In particular, the dataset is split in N independent
sets, N-1 sets are used for training and 1 for test. The experiment is repeated 10 times, each using a different set
for test. The results are averaged over N. This scheme allows us to perform evaluation even on larger datasets.

Table 3 gives an example of recommendation results provided by FOCUS. On the left side of the table, there
are all invocations of an active declaration. We keep only one invocation as testing data and take out the others

9https://www.harukizaemon.com/simian/
10https://mvnrepository.com/
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Invocations Rank FOCUS

G
ro

un
d-

tr
ut

h

org.json4s.package$.JObject() 1 scala.collection.immutable.List.map(scala.Function1,scala-
.collection.generic.CanBuildFrom)

org.json4s.native.JsonParser$$anonfun$1$$anon-
fun$org$json4s$native$JsonParser$$anonfun$$reverse-
$1$2/2(org.json4s.native.JsonParser$$anonfun$1)

2 scala.collection.immutable.List$.canBuildFrom()

scala.collection.immutable.List.reverse() 3 org.json4s.JsonAST$JArray.arr()
scala.collection.immutable.List.map(scala.Function1,sca-
la.collection.generic.CanBuildFrom)

4 scala.Option.isEmpty()

org.json4s.JsonAST$JObject$.apply(scala.collection.immu-
table.List)

5 scala.collection.immutable.Map$.apply(scala.collection.Seq)

org.json4s.JsonAST$JArray$.apply(scala.collection.immu-
table.List)

6 org.json4s.package$MappingException.MappingException(ja-
va.lang.String)

org.json4s.JsonAST$JArray.arr() 7 scala.collection.mutable.StringBuilder.StringBuilder()
scala.collection.immutable.List$.canBuildFrom() 8 org.json4s.package$.JObject()
org.json4s.package$.JArray() 9 java.lang.Object.equals(java.lang.Object)

Te
st

in
g org.json4s.JsonAST$JObject.obj() 10 org.json4s.JsonAST$JObject$.apply(scala.collection.imm-

utable.List)

Table 3: Example of recommendation results.

and use as ground-truth data. On the left side of table, there are top-10 items recommended by FOCUS. Among
10 retrieved items, 5 of them are found in the ground-truth data. The example shows that FOCUS is able to
retrieve relevant invocations, given that only one invocation is available as input data.

We simulate different stages of a real development process to study if the system is applicable, considering
a programmer who is developing a software project p. At the point of consideration, the developer already
finished a number of method declarations δ, and she is now working on the active declaration da. For this
function, the developer has just finished writing a specific number of invocations, let’s say π, and she has to
complete da. The two parameters δ, π are used to stimulate different stages of the development process. In
practice, δ is low at an early stage and increases over the course of time. From a recommender system point
of view, we expect to provide the developer with suitable suggestions that match the context well in various
phases.

To thoroughly evaluate the performance of our proposed approach, we utilize ten-fold cross validation [65]. A
dataset is split into 10 equal parts, i.e. folds, and an evaluation is conducted in 10 rounds. In each round of
validation, nine folds are used for training and the remaining fold is for testing. Given a testing project, we
call the number of method declarations as #dec and we conduct a preliminary evaluation by considering the
following configurations:

Configuration Conf#1: δ = #dec/2-1, π = 1. One declaration is used as testing data, only half of the re-
maining declarations are used as training data and the other half are removed. For the testing declaration, only
one invocation is provided as input for recommendation, and the rest is used as ground-truth data. This con-
figuration mimics a scenario when the developer is at an early stage of the development process and therefore,
only limited context data is available for feeding the recommendation engine.

Configuration Conf#2: δ = #dec-1, π = 1. One method declaration is selected as testing data, all
the remaining declarations are used as training data. Similar to Conf#1, by the testing declaration only one
invocation is kept and all the others are taken out to use as ground-truth data. This represents the stage when
the developer almost finishes implementing the project.

It is expected that the proposed system can recommend items that eventually match with those stored as ground-
truth data.
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Figure 12: Success rate.

5.8 Result Analysis

Figure 12(a) and Figure 12(b) depict the success rate obtained for different cut-off values, i.e. N =
{1, 5, 10, 15, 20} for both configurations Conf#1 and Conf#2. We investigate the outcome by each dataset, i.e.
Dataset#1 and Dataset#2 separately. Interestingly, there are no big differences in success rate between
two configurations for all values of N . This demonstrates that FOCUS is able to generate relevant recommen-
dations also when only limited context data is available. By comparing the two figures we see that FOCUS
produces better matches given that more similar projects are available, as in Dataset#1 there exist projects
with different version numbers.

For a small N , i.e. N = 1, that means when the developer expects a very brief list of recommendations,
the system is still able to provide matches. For example, with Dataset#1, the success rates of Conf#1
and Conf#2 are 72.30% and 72.80%, respectively. Meanwhile, the outcome by Dataset#2 is much lower
for both configurations with N = 1, the success rates of Conf#1 and Conf#2 are 49.40% and 50.10%,
respectively. This suggests that the performance of FOCUS improves considerably, given that more similar
projects are available.
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(a) Precision and recall for Dataset#1
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Figure 13: Accuracy.

Next, we investigate the accuracy of both configurations by varying the cut-off value N from 1 to 30 to get
Precision@N and Recall@N and sketch the Precision-Recall curves as shown in Figure 13(a) and Fig-
ure 13(b). Considering Dataset#1, we witness the same trend as by success rate, since there are no big
distinctions between accuracies for the configurations with all cut-off values N . Only a small difference in the
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accuracy of Conf#1 and Conf#2 can be seen in Dataset#1. With this dataset, Conf#2 has a better accuracy
as the corresponding curve is closer to the top right corner. It is understandable since by Conf#2, there is more
background data available for recommendation.

The experimental results show that FOCUS recommends API function calls with high success rates. Never-
theless, the performance of FOCUS needs to be further studied through additional experiments considering
various configurations. This is considered as a future work and we will be back to fully investigate the use
cases in Deliverable D6.5.
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6 Third-party libraries recommendation

In OSS repositories, information piles up along with the development activities by developers as well as the
interaction among users, committers, projects. Source code, project history, and communication archives are
among the main artifacts that add up to the accumulations of information. A store of such kind leads to
several well-defined issues, e.g. information overload, information heterogeneity, context-sensitive technical
information, and software evolution [121].

To facilitate the development activities, programmers frequently consult data available at OSS repositories to
look for reusable artifacts such as source code [137], API documentation [112], or API elements [121]. Among
others, finding and reusing third-party libraries are activities that programmers regularly perform during the
development phase. Third-party libraries are highly advantageous to the development activities since they
provide programmers with several tailor-made functionalities [71]. Instead of programming from scratch, one
only needs to search for libraries that implement the desired functionalities and embed into the existing code
[121]. In many Android apps, third-party libraries are a staple element [79], a recent study shows that sub-
packages from external libraries account for 60% of code in Android software [145].

Nevertheless, due to the heterogeneity of resources and their corresponding dependencies, developers need
to spend a lot of effort to search for relevant items [121]. Despite the necessity, very little work has been
conducted concerning the techniques that facilitate the search for suitable libraries from OSS repositories.
Most of the related studies address the issue of finding code snippets [137] or API function calls [139]. To
the best of our knowledge, LibRec [138] is among the most advanced techniques for library recommendation
to support OSS developers. It was designed to find relevant libraries, based on the current set of items that a
project already includes. LibRec has been demonstrated to be able to recommend project libraries with a high
success rate. However, as shown later in this chapter, the performance of the approach can be improved with
respect to different quality metrics.

6.1 Overview

We developed CROSSREC, a framework that exploits Cross Projects Relationships among Open Source
Software Repositories to build a Recommender System. With regards to the rich metadata infrastructure avail-
able at OSS repositories, we represent the cross relationships among them using the graph model, so as to
compute similarities among various artifacts. We propose a novel approach utilizing a collaborative-filtering
technique [131] to recommend third-party libraries to support OSS developers. Originally, the technique was
developed for e-commerce systems to exploit the relationships among users and products to predict the miss-
ing ratings of prospective items [74],[105]. The technique is based on the premise that “if users agree about
the quality or relevance of some items, then they will likely agree about other items” [131]. Our approach
is derived from this to solve the problem of library recommendation. Instead of recommending goods or ser-
vices to customers, we recommend third-party libraries to projects using an analogous mechanism: “if projects
share some libraries in common, then they will probably share other common libraries.” In a nutshell, we work
towards the search for an appropriate answer for the question: “Which third-party libraries should I further
include in my current project?” Thus, CROSSREC aims at supporting software developers who have already
included some libraries in the new projects being developed, and expect to get recommendations on which ad-
ditional libraries should be further incorporated (if any). To this end, the main contributions of this chapter are
as follows:

• Introducing a representation model to describe the relationship among projects and third-party libraries
in OSS repositories and to compute similarities;
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• Building a collaborative-filtering recommender system to assist software developers with the selection
of suitable third-party libraries;

• Proposing a set of metrics for the measurement of quality of suggestions provided by a library recom-
mender system. Besides success rate, we consider also accuracy, sales diversity, novelty as they have
been widely utilized in evaluating recommender systems [99],[121];

• Performing an empirical study on the performance of CROSSREC and LibRec with a dataset of 1.200
GitHub Java projects utilizing the above mentioned quality metrics.

6.2 Architecture

In this section the CROSSREC approach is presented. It provides a library recommendation functionality,
which is meaningful to open source software developers since it allows them to search for third-party libraries
that may be useful for their current project. The architecture of CROSSREC is shown in Figure 14 and consists
of the software components supporting the following activities:

• Representing the relationships among projects and libraries retrieved from existing repositories;
• Computing similarities to find projects, which are similar to that under development;
• Recommending libraries to projects using a collaborative-filtering technique.

CrossRec

Similarity
Calculator

Recommendation 
Engine

2

3 Developer

Data
Encoder

4

OSS
Repositories

5

Recommended 
items

6

1

Request for 
recommendations

Figure 14: CROSSREC Architecture.

In particular, as shown in Figure 14, the developer interacts with the system by sending a request for rec-
ommendations. The request contains a list of libraries that are already included in the current project.
The Data Encoder collects background data from OSS repositories, represents them in a mathematically
computable format, which is then used as a base for other components of CROSSREC. The Similarity
Computation module calculates similarities among projects to find the most similar ones to the given project.
The Recommendation Engine gets the list of top-k similar projects and executes recommendation tech-
niques to generate a ranked list of top-N libraries. Finally, the recommendations are sent back to the developer.
Background data can be collected from different OSS platforms like GitHub11, Eclipse12, BitBucket13. The
current version of CROSSREC supports data extraction from GitHub, even though the support for additional
platforms is already under development.

11GitHub https://www.github.com
12Eclipse https://projects.eclipse.org
13BitBucket https://www.bitbucket.com
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The source code implementing CROSSREC is available for download at [39]. In the following, the components
Data Encoder, Similarity Calculator, and Recommendation Engine are singularly described.

6.3 Data Encoder

A recommender system for online services is based on three key components, namely users, items and ratings
[104, 129]. A user-item ratings matrix is built to represent the mutual relationships among the components.
Specifically, in the matrix a user is represented by a row, an item is represented by a column and each cell
in the matrix corresponds to a rating given by a user for an item [104]. For library recommendation, instead
of users and items, there are projects and third-party libraries, and a project may include various libraries to
implement desired functionalities.

We derive an analogous user-item ratings matrix to represent the project-library inclusion relationships, de-
noted as 3. In this matrix, each row represents a project and each column represents a library. A cell in the
matrix is set to 1 if the library in the column is included in the project specified by the row, otherwise it is set
to 0. For the sake of clarity and conformance, we still denote this as a user-item ratings matrix throughout this
document.

For explanatory purposes, we refer to the set of projects introduced in Section 4. There is a set of
four projects P = {p1, p2, p3, p4} together with a set of libraries L = {lib1=junit:junit; lib2=commons-
io:commons-io; lib3=log4j:log4j; lib4=org.slf4j:slf4j-api; lib5=org.slf4j:slf4j-log4j12} and the following in-
clusions: p1 3 lib1, lib2; p2 3 lib1, lib3; p3 3 lib1, lib3, lib4, lib5; p4 3 lib1, lib2, lib4, lib5. Accordingly, the
user-item ratings matrix built to model the occurrence of the libraries is depicted in Figure 15.




lib
1

lib
2

lib
3

lib
4

lib
5

p1 1 1 0 0 0
p2 1 0 1 0 0
p3 1 0 1 1 1
p4 1 1 0 1 1




Figure 15: An example of a user-item ratings matrix to model the inclusion of third-party libraries.

6.4 Similarity Calculator

The Recommendation Engine of CROSSREC works on the basis of an analogous user-item ratings matrix. To
provide inputs for this module, the first task of CROSSREC is to perform similarity computation to find the
most similar projects to a given project. We adopt the approach presented in Section 4 as the mechanism for
computing similarities among projects with respect to the included third-party libraries.

6.5 Recommendation Engine

The representation using a user-item ratings matrix allows for the computation of missing ratings [104, 4].
Depending on the availability of data, there are two main ways to compute the unknown ratings, namely
content-based [108] and collaborative-filtering [85] recommendation techniques. The former exploits the
relationships among items to predict the most similar items. The latter computes the ratings by taking into
account the set of items rated by similar customers. A collaborative-filtering recommender system suggests
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products that customers similar to the customer being considered have already purchased. There are two main
types of collaborative-filtering recommendation: user-based [156] and item-based [129] techniques. As their
names suggest, the user-based technique computes missing ratings by considering the ratings collected from
similar users. Alternatively, the item-based technique does the same task by using the similarities among items
[32]. In a recent work [93], we exploit user-based and item-based collaborative-filtering (CF) techniques to
build a book recommender system. In contrast to many existing studies which state that the item-based CF
technique outperforms the user-based CF technique [24, 59, 106], we found out that there is no distinct winner
between them. Moreover, we confirm that the performance of a CF recommender system may be good with
regards to some quality metrics, but not to some others.

∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗
∗ ? ∗ ∗ ?







q1
q2
q3
p

Figure 16: Computation of missing ratings using the user-based collaborative-filtering technique.

In the context of CROSSREC, the term rating is understood as the occurrence of a library in a project and com-
puting missing ratings means to predict the inclusion of additional libraries. The project that needs prediction
for library inclusion is called the active project. By the matrix in Figure 16, p is the active project and an as-
terisk (∗) represents a known rating, either 0 or 1, whereas a question mark (?) represents an unknown rating
and needs to be predicted.

Thanks to the availability of the cross relationships as well as the possibility to compute the similarities among
OSS projects by means of the graph representation, in our work we exploit the user-based collaborative-filtering
technique as the engine for recommendation [55, 156]. Given an active project p, the inclusion of libraries in p
can be deduced from projects that are similar to p. In particular, the user-based collaborative-filtering technique
predicts a missing rating by considering the most similar projects to p. The computation is summarized as
follows [24]:

• Compute the similarities between the active project and all projects in the collection;
• Select top-k most similar projects;
• Predict ratings by means of those collected from the most similar projects.

The rectangles in Figure 16 imply that the row-wise relationships between the active project p and the similar
projects q1, q2, q3 are exploited to compute the missing ratings for p. The following formula is used to predict
if p should include l (or p 3 l) [104]:

rp,l = rp +

∑
q∈topsim(p)(rq,l − rq) · sim(p, q)
∑

q∈topsim(p) sim(p, q)
(12)

where rp and rq are the average rating of p and q, respectively; q belongs to the set of top-k most similar
projects to p, denoted as topsim(p). For a testing project p, rp is equal to 1 since the ratings for all testing
libraries are 1. sim(p, q) is the similarity between the active project and a project q, and it is computed using
Equation 8.
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Figure 17: Evaluation Process.

CROSSREC has been designed as a flexible framework and it can integrate different similarity metrics as well
as recommendation engines into its core. The current implementation of CROSSREC supports the technique
presented in Section 4 as the similarity computation technique and the user-based collaborative-filtering mech-
anism as the recommendation engine. However, it is feasible to incorporate other similarity algorithms as
well as recommendation techniques as long as they are suitable to work on the metadata available in OSS
repositories.

In order to evaluate the performance of CROSSREC, we defined and applied the evaluation process shown in
Figure 17. In particular, through private communications, the authors of LibRec provided us with its source
code implementation, thus allowing us to execute it directly. Using the available implementation, we conducted
a comprehensive evaluation on LibRec and CROSSREC to see if and how well they are able to suggest suitable
third-party libraries. The activities of the evaluation process shown in Figure 17 and the artifacts that were
produced during its execution are discussed in the following.

6.6 Evaluation

In the following, we describe the planning of our evaluation, whose goal is to evaluate the performance of
CrossRec, and to compare it with the state-of-the-art approach LibRec.

6.6.1 Dataset

By means of the GitHub API14 we collected a dataset consisting of 1, 200 Java projects. Among these projects,
only 7 of them have been forked from other projects. Such original projects have been excluded from the
dataset as their forked ones share highly similar libraries, and this may introduce bias in the recommendation
outcomes. We represent the distribution of projects with respect to the number of forks, commits and pull re-
quests in Figure 18. Most projects have a low number of pull requests, i.e., lower than 100, however many

14GitHub REST API v3: https://developer.github.com/v3/
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of them have a large number of forks and commits. Forking is a means to contribute to the original reposito-
ries [58]. Furthermore, there is a strong correlation between forks and stars [20]. A project with a high number
of forks means that it gets attention from the OSS community. In this sense, having many forks can be consid-
ered as a sign of a well-maintained and received project. Meanwhile, as commits have an impact on the source
code [10], the number of commits is also a good indicator of how a project has been developed. We mined
dependency specification by means of code.xml or .gradle files.15 Figure 19(a) and Figure 19(b) provide
a summary of the dataset. Although the figures look quite similar, they convey completely different informa-
tion: Figure 19(a) gives an overview on the distribution of libraries across the projects. Most of the libraries,
i.e., 12, 962, are used by a small number of projects, whereas only 10 libraries are extremely popular by be-
ing included in more than 200 projects. By carefully investigating the dataset, we also see that most projects
contain a small number of dependencies, i.e., 48% of the projects include less than 20 libraries and just 15%
of them include more than 100 libraries. The number of dependencies a project includes is depicted in Figure
19(b). Most projects contain a small number of dependencies: 580 projects include less than 20 libraries and
180 projects include more than 100 libraries.

Figure 18: The projects and their number of forks, commits and pull requests.

6.6.2 Evaluation metrics

We introduce a set of metrics used for evaluating the outcomes of a recommender system in the context of
mining OSS repositories [92]. Given a query, the outcome of the recommendation process is a ranked list
of items that are considered to be relevant for the query. For instance, a system that recommends third-party
libraries for a given project returns a list in descending order of similarity scores corresponding to libraries

15The files pom.xml and with the extension .gradle are related to management of dependencies by means of
Maven (https://maven.apache.org/) and Gradle (https://gradle.org/), respectively.
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Figure 19: A summary of the dataset.

Library Frequency
1 junit:junit 969
2 org.slf4j:slf4j-api 473
3 log4j:log4j 369
4 com.google.guava:guava 306
5 commons-io:commons-io 298
6 org.slf4j:slf4j-log4j12 275
7 commons-lang:commons-lang 227
8 commons-codec:commons-codec 215
9 org.mockito:mockito-core 213
10 javax.servlet:servlet-api 204

Table 4: Most frequent libraries in the considered dataset.

[138]. To validate the performance of a recommender system, we need a training and a testing dataset [32].
The former is used to build the model whereas the latter is used to validate the outcome. Considering a project
that needs library recommendation, the graph model is used to compute similarities and then to find most k
similar projects. The outcome of the recommendation is a ranked list of third-party libraries. Normally, a
developer pays attention only to the top-N items. We use k and N as parameters for further evaluations.

We recall the following metrics that can be used to evaluate the performance of a recommender system in the
context of mining software repositories given the presence of training and testing datasets. First, for a clear
presentation of the metrics considered during the outcome evaluation, the following notations are defined:

• N is the cut-off value for the list of recommended items and k is the number of neighbour projects
considered for the recommendation process;

• For a testing project p, the ground-truth dataset is named as GT(p);
• REC(p) is the top-N items recommended to p. It is a ranked list in descending order of real scores,

with RECr(p) being the library in the position r;
• If a recommended item i ∈ REC(p) for a testing project p is found in the ground truth of p (i.e., GT(p)),

hereafter we call this as a library match or hit.
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Using this notation, the metrics utilized to measure the recommendation outcomes are explained below. Among
others, we consider success rate [138], accuracy [82], sales diversity, and novelty the most suitable metrics for
evaluating a recommender system in mining OSS repositories [121].

Success rate Given a set of P testing projects, this metric measures the rate at which a recommender system
can return at least a match among top-N recommended items for every project p ∈ P [138]. The metric is
formally defined as follows:

success rate@N =
countp∈P (

∣∣GT (p)⋂(∪Nr=1RECr(p))
∣∣ > 0)

|P | (13)

where the function count() counts the number of times that the boolean expression specified in its parameter is
true.

Accuracy Given a list of top-N items, precision@N, recall@N, and normalized discounted cumulative gain
are utilized to measure the accuracy of the recommendation results.

Precision@N is the ratio of the top-N recommended items belonging to the ground-truth dataset:

precision@N(p) =

∑N
r=1 |GT (p)

⋂
RECr(p)|

N
(14)

Recall@N is the ratio of the ground-truth items appearing in the N items [35, 38, 99]:

recall@N(p) =

∑N
r=1 |GT (p)

⋂
RECr(p)|

|GT (p)| (15)

Normalized Discounted Cumulative Gain: Precision and recall reflect well the accuracy, however they neglect
ranking sensitivity [11]. nDCG is an effective way to measure if a system can present highly relevant items on
the top of the list:

nDCG@N(p) =
1

iDCG
·
N∑

i=1

2rel(p,i)

log2(i+ 1)
(16)

where iDCG is used to normalize the metric to 1 when an ideal ranking is reached.

Sales Diversity In e-commerce systems, sales diversity is the ability to improve the coverage as well as
the distribution of products across customers [99, 144]. In the context of mining software repositories, sales
diversity means the ability of the system to suggest to projects as much items, e.g. libraries, code snippets, as
possible, as well as to disperse the concentration among all the items, instead of focusing only on a specific set
of them [121].

Catalog coverage measures the percentage of items recommended to projects:

coverage@N =

∣∣∪p∈P ∪Nr=1 RECr(p)
∣∣

|I| (17)

where I is the set of all items available for recommendation and P is the set of projects.
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Entropy evaluates if the recommendations are concentrated on only a small set or spread across a wide range
of items [114]:

entropy = −
∑

i∈I

(
#rec(i)

total

)
ln

(
#rec(i)

total

)
(18)

where I is the set of all items available for recommendation, #rec(i) is the number of projects getting i as
a recommendation, #rec(i) = countp∈P (

∣∣(∪Nr=1RECr(p)) 3 i
∣∣), i ∈ I , total denotes the total number of

recommended items across all projects.

Novelty Novelty measures if a system is able to expose items to projects. Expected popularity complement
(EPC) is utilized to measure novelty and is defined as follows [143, 144]:

EPC@N =

∑
p∈P

∑N
r=1

rel(p,r)∗[1−pop(RECr(p))]
log2(r+1)∑

p∈P
∑N

r=1
rel(p,r)
log2(r+1)

(19)

where rel(p, r) = |GT (p)⋂RECr(p)| represents the relevance of the item at the r position of the top-N list
to project p; pop(RECr(p)) is the popularity of the item at the position r in the top-N recommended list.
It is computed as the ratio between the number of projects that receive RECr(p) as recommendation over
the number of projects that are recommended items among the most often recommended ones. Equation 19
implies that the more unpopular items a system recommends, the higher the EPC value it obtains and vice
versa.

6.6.3 Evaluation Methodology

To thoroughly study the performance of LibRec and CROSSREC, we applied ten-fold cross validation, which
has been identified as among the best methods for model selection [65]. Essentially, by referring to Figure
17, the dataset is divided into 10 equal parts, named folds hereafter and numbered from 1 to 10, with each
consisting of 120 projects. For each recommender system, the validation has been conducted in ten rounds
(see the activity Split ten-fold). For each round i, foldi is used as testing data and the remaining nine
folds foldj with j 6= i, 1 ≤ i, j ≤ 10 are used as training data [32] (see Split libs). The training data is
used to compute similarity and serves as the background data for recommendation, while the testing data is
used to validate the model [5].

When a fold is used as testing data, library recommendation is conducted for all of its 120 projects. For every
testing project p, a half of its libraries are randomly taken out and saved as ground truth data, let’s call them
gt, which will be used to validate the recommendation outcomes. The other half are used as testing libraries,
which are called te, and serve as input for Similarity Computation and Recommendation. This mimics
a real development process where a developer has already included some libraries in the current project, i.e.
te and she awaits some recommendations, that means additional libraries to be incorporated. A recommender
system is expected to provide her with the other half, i.e. gt.

By each validation round, we use the same folds for testing and training by both systems. Also for a testing
project, the same sets of testing libraries and ground-truth libraries are used for experiments on LibRec and
CROSSREC. This is to make sure that exactly the same condition is applied in both systems, so as to precisely
validate their performance. The list of the projects together with the corresponding folds are publicly available
in GitHub [39].
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The testing libraries are provided as input to compare the similarity between the testing project and all the other
1.080 projects in the training data. For CROSSREC, a graph is built and similarity is computed using Eq. 8,
whereas LibRec computes similarities as the cosine similarity between feature vectors [138]. After this phase,
for each testing project there is a ranked list of projects from which the top-k most similar ones are selected to
feed as inputs for the Recommendation Engine, which in turn predicts the ratings by computing a real score
for each library following Eq. 12. For each testing project, the recommendation outcome is a Ranked List
of libraries which are provided together with the ground-truth data as inputs for the Comparison module to
compute the quality metrics.

By performing the evaluation with the consideration of the quality metrics previously introduced, we aim at
addressing the following research questions:

• RQ1: Does CrossRec obtain a better success rate compared to LibRec? As success rate was used as the
only evaluation metric for LibRec [138], we exploit it to compare directly the performance of CrossRec
with that of LibRec.

• RQ2: How well can LibRec and CrossRec recommend third-party libraries in terms of accuracy, sales
diversity, and novelty? It is our firm belief that success rate cannot fully reveal the recommendation
quality. Thus, we also employ other quality indicators to painstakingly evaluate the performance of
both approaches. Apart from success rate, we investigate if the approaches obtain a good performance
in terms of accuracy, diversity and novelty [100],[118].

• RQ3: What are the reasons for the performance difference between LibRec and CrossRec? We are
interested in understanding the rationale behind the performance differences between the two systems.

In the next section, the outcomes of the performed evaluation are analyzed and the answers for such research
questions are also given.

6.7 Result Analysis

Before addressing our research questions, we illustrate the recommendations of LibRec and CROSSREC

through a running example, i.e., the project peakgames/libgdx-stagebuilder hosted on GitHub. As shown in
Table 5, such a project uses 16 libraries, which are listed on the left-hand side of the table. Among 16 included
libraries, 8 items are extracted and used as the ground-truth libraries that are shown in gray. The remaining
8 items are used as inputs for similarity computation and recommendation, or query. The output obtained by
each system is a ranked list in descending order of recommendations with real scores. We took the first 10 li-
braries, removed the scores and kept only the order of the list to present the results as in Table 5. The top-10
items are then matched against the ground-truth data. The column Freq. reports the frequency of occurrence
of the recommended library, over the set of 1, 200 projects. In this case, LibRec only matches junit:junit
with the ground true (which is obviously used by many projects for testing purposes) but, as we can notice,
CROSSREC matches 4 more projects with the ground truth.

Both LibRec and CROSSREC obtain a success rate@10=1.0. However, CROSSREC has a better recall@10
compared to LibRec as it returns more relevant items (see Eq. (15)). Furthermore, among the matches by
CROSSREC, 4 items appear in the top rows of the ranked list, indicating that CROSSREC recommends with
high precision@N (see Eq. (14)). LibRec returns only 1 relevant item, which means that both precision@N and
recall@N are considerably lower compared to those of CROSSREC. Furthermore, LibRec tends to suggest very
popular libraries: 6 out of 10 items recommended by LibRec are used by more than 200 projects. For instance,
besides junit:junit, the second highest frequency item is org.slf4j:slf4j-api (473/1, 200). By performing an
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peakgames/libgdx-stagebuilder Recommendations
Libraries Rank LibRec Freq. CROSSREC Freq.

Q
ue

ry

org.jetbrains.kotlin:kotlin-stdlib 1 junit:junit 969 com.badlogicgames.gdx:gdx-platform 3
com.google.android:android 2 commons-io:commons-io 298 com.badlogicgames.gdx:gdx-backend-

lwjgl
3

com.google.gwt:gwt-user 3 org.slf4j:slf4j-api 473 com.badlogicgames.gdx:gdx-backend-
android

3

net.sf.kxml:kxml2 4 org.json:json 65 junit:junit 969
org.mockito:mockito-all 5 org.slf4j:slf4j-simple 103 org.slf4j:slf4j-api 473
com.badlogicgames.gdx:gdx-backend-gwt 6 commons-lang:commons-

lang
227 org.slf4j:slf4j-jdk14 42

net.peakgames.libgdx:stagebuilder-core 7 xmlpull:xmlpull 4 com.google.guava:guava 306
com.badlogicgames.gdx:gdx 8 org.slf4j:slf4j-log4j12 275 com.moribitotech:mtx-core 1

G
ro

un
d-

tr
ut

h

net.peakgames.libgdx:stagebuilder-
extensions

9 com.google.guava:guava 306 com.moribitotech:mtx 1

com.google.gwt:gwt-servlet 10 org.slf4j:slf4j-jdk14 42 com.google.gwt:gwt-servlet 27
com.badlogicgames.gdx:gdx-platform — — — — —
com.badlogic.gdx:gdx-backend-ios — — — — —
com.binarytweed:quarantining-test-runner — — — — —
com.badlogicgames.gdx:gdx-backend-lwjgl — — — — —
com.badlogicgames.gdx:gdx-backend-
android

— — — — —

junit:junit — — — — —

Table 5: Recommendation results (matching with ground truth in bold face) for peakgames/libgdx-
stagebuilder.

investigation on the outcome of all queries, we realize that LibRec usually recommends very popular items.
The reasons for such differences are explained later on in this section.

Four out of five items recommended by CROSSREC have a low frequency of occurrence. For instance, the first
item in the ranked list is com.badlogicgames.gdx:gdx-platform and this library is included in only 3/1, 200
projects. Referring to Figure 6.6.1, it is evident that the top 3 items belong to the long tail, i.e., they are
extremely unpopular since each is used by only 3 projects. However, they turn out to be useful as all of them
match those stored as ground-truth data. In contrast to some existing studies which choose to recommend only
popular items to developers [87],[112], we see that popularity is a good indicator for selecting a library. This
implies that the novelty of a ranked list is important: a system should be able to recommend libraries that are
novel [27], i.e., those that have been rarely seen. In this sense, we expect that CROSSREC can produce good
outcomes, not only in terms of success rate and accuracy, but also sales diversity and novelty.

In summary, for the explanatory example, CROSSREC obtains a comparable success rate, but better accuracy
and novelty than LibRec. This also confirms that success rate is not sufficient for evaluating the recommenda-
tion outcomes. A good recommender system is the one that can maintain a trade-off by improving diversity,
novelty but still retaining a good accuracy [114]. Consequently, it is necessary to investigate if this trade-off
is guaranteed by LibRec and CROSSREC, and this is done in the next sub-sections by considering the whole
dataset discussed in the previous section.

The answers for the research questions of the performed evaluation are presented in the following:

RQ1: Does CrossRec obtain a better success rate compared to LibRec?

To answer this question, we performed a series of experiments using different combinations of number of
recommended libraries i.e., N , and number of neighbour projects exploited in the recommendation phase i.e.,
k. Varying N means changing the length of the recommendation list, whereas increasing k means considering
more neighbour projects for recommendation.

As success rate was used as the only evaluation metric for LibRec [138], we exploit it to compare directly the
performance of CROSSREC with that of LibRec. To answer this question, we performed a series of experiments
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Figure 20: Success rate.

using different combinations of number of recommended libraries i.e., N , and number of neighbor projects
exploited in the recommendation phase i.e., k. Varying N means changing the length of the recommendation
list, whereas increasing k means considering more neighbour projects for recommendation.

Figure 20(a) shows the success rate@5 for k={5, 10, 15, 20, 25}. As can be seen there, the success rates ob-
tained by CROSSREC are always superior to those of LibRec. The maximum success rate@5 of LibRec is
0.876, whereas CROSSREC obtains success rates being greater than 0.903 for all configurations, with 0.931
being the maximum value. Figure 20(b) shows the success rate@10, for this setting, LibRec gains a compara-
ble performance for N = 5. Meanwhile, CROSSREC gets a slight improvement in its performance compared
to the case with N = 5. It is evident that CROSSREC outperforms LibRec in all test configurations. Figure
20(a) and 20(b) imply that changing the number of neighbour projects k does not make a big difference in their
match rate as success rate@N is stable towards k for both systems.

Next, we investigate the success rate with regards to N . We consider a small number of recommended items,
i.e., N = {1, 3, 5, 7, 10}. In practice, this means that the developer wants to see a short list of recommended
libraries. In the first experiment, k is fixed to 10 and the outcomes are depicted in Figure 20(c). For N = 1,
LibRec gets a success rate of 0.647 which is lower than the corresponding value 0.697 produced by CROSS-
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Success Rate Accuracy Sales Diversity Novelty
N Success Rate Precision Recall Coverage Entropy EPC
3 0.02 1.58e-16 5.41e-08 0.0005 6.50e-05 4.33e-05
5 0.02 1.35e-24 9.10e-12 0.001 6.50e-05 4.33e-05

10 0.17 1.07e-21 9.12e-12 0.003 4.33e-05 1.52e-04
15 0.002 1.10e-14 – 0.003 6.50e-05 2.06e-04

Table 6: Wilcoxon rank sum test adjusted p-values for N={3,5,10,15}, k=10.

Success Rate Accuracy Sales Diversity Novelty
N Success Rate Precision Recall Coverage Entropy EPC
3 0.70 (l) 0.18 (s) 0.12 (n) 0.92 (l) 0.96 (l) 1.00 (l)
5 0.74 (l) 0.23 (s) 0.16 (s) 0.86 (l) 0.98 (l) 1.00 (l)

10 0.93 (l) 0.22 (s) 0.16 (s) 0.80 (l) 1.00 (l) 0.94 (l)
15 0.58 (l) 0.17 (s) – 0.80 (l) 0.98 (l) 0.90 (l)

Table 7: Cliff’s d results for N={3,5,10,15}, k=10. Labels in parenthesis indicate the magnitude
(n:negligible, s:small, l:large).

REC. A success rate of 0.697 implies that CROSSREC can supply relevant recommendations to the developer
at an encouraging match rate, even when she expects only an extremely brief list. Once k is changed from
10 to 20, both systems have a slight increase in success rate@1 as depicted in Figure 20(d). However for
other values of N , there are almost no changes in success rate. To further observe this behavior, we conducted
more experiments with an increasing k, e.g., k = {50, 60, 100}. Nevertheless, the outcomes of these experi-
ments are omitted from the paper due to space limitation. We noticed that considering more similar projects
for recommendation does not improve success rate.

Last, but not least, the second column of Table 6 and of Table 7 report Wilcoxon rank sum test adjusted p-
values and Cliff’s d, respectively for the comparison of LibRec and CROSSREC in terms of success rate, using
k = 10 and N = {3, 5, 10, 15}. As the tables indicate, the differences are always statistically significant and
in favor of CROSSREC (effect size is positive), with a large effect size.

In summary, we see that CROSSREC significantly outperforms LibRec in all considered test configurations
concerning success rate, with a large effect size. The recommendation time for a fold (120 projects) is
relatively faster for CROSSREC (3s) than for LibRec (20s).

RQ2: How well can LibRec and CrossRec recommend third-party libraries in terms of accuracy, sales diver-
sity, and novelty?

Accuracy: to represent accuracy, we vary N (the cut-off value for the list of items to be recommended) from
1 to 30 to get precision@N and recall@N [99]. The rationale behind the selection of 30 as the maximum
cut-off value is that LibRec normally produces a short list of recommendations, ranging from 35 to 50 items.
The Precision-Recall curves (PRCs) for all 10 rounds of validation and different values of k are depicted in
Figure 21(a) ÷ 22(b). Since a PRC closed to the upper right corner represents a better accuracy [38], we see
that with LibRec, changing the number of neighbour k almost makes no difference in its accuracy. Meanwhile
by CROSSREC, an increase of k brings a slightly better accuracy for some testing folds, however the gain
is marginal. It is evident that for all pieces of testing data, CROSSREC always produces a superior accuracy
compared to that of LibRec.

Sales Diversity: the catalog coverage scores for LibRec and CROSSREC are depicted in Table 8. The maximum
coverage values are 4.594 and 5.897 for LibRec and CROSSREC, respectively. According to Eq. (17), a higher

28 June 2019 Version 1.0
Confidentiality: Public Distribution

Page 43



D6.5 The CROSSMINER Knowledge Base - Final Version

0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

LibRec, k=10 LibRec, k=20 CrossRec, k=10 CrossRec, k=20

Recall

P
re

c
is

io
n

(a) Fold 1

0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5 0.55
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

LibRec, k=10 LibRec, k=20 CrossRec, k=10 CrossRec, k=20

Recall

P
re

c
is

io
n

(b) Fold 2

0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

LibRec, k=10 LibRec, k=20 CrossRec, k=10 CrossRec, k=20

Recall

P
re

c
is

io
n

(c) Fold 3

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

LibRec, k=10 LibRec, k=20 CrossRec, k=10 CrossRec, k=20

Recall

P
re

c
is

io
n

(d) Fold 4

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

LibRec, k=10 LibRec, k=20 CrossRec, k=10 CrossRec, k=20

Recall

P
re

c
is

io
n

(e) Fold 5

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

LibRec, k=10 LibRec, k=20 CrossRec, k=10 CrossRec, k=20

Recall

P
re

c
is

io
n

(f) Fold 6

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

LibRec, k=10 LibRec, k=20 CrossRec, k=10 CrossRec, k=20

Recall

P
re

c
is

io
n

(g) Fold 7

0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

LibRec, k=10 LibRec, k=20 CrossRec, k=10 CrossRec, k=20

Recall

P
re

c
is

io
n

(h) Fold 8

Figure 21: Accuracy: precision@N and recall@N, k={10,20}.
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Figure 22: Accuracy: precision@N and recall@N, k={10,20}.

score means a better coverage. In this sense, the recommendations generated by CROSSREC cover a wider
spectrum of libraries than those by LibRec for both configurations, i.e., k = 10 and k = 20, using different
cut-off values N . Table 9 shows the entropy for LibRec and CROSSREC. Equation (18) suggests that a low
entropy value represents a better distribution of items, therefore the recommendations by CROSSREC have a
much better distribution than those obtained by LibRec. For example, for the case N = 25 and k = 20,
CROSSREC has an entropy of 0.635, which is much better than 2.751, the corresponding value by LibRec.

k=10 k=20
N LibRec CROSSREC LibRec CROSSREC

5 0.857 1.099 0.691 0.814
10 1.760 2.157 1.346 1.534
15 2.675 3.278 1.937 2.312
20 3.577 4.541 2.512 3.143
25 4.594 5.897 3.139 4.005

Table 8: Catalog coverage for N={5,10,15,20,25}, k={10,20}.

k=10 k=20
N LibRec CROSSREC LibRec CROSSREC

5 0.869 0.239 0.552 0.127
10 1.752 0.481 1.098 0.254
15 2.653 0.723 1.639 0.381
20 3.566 0.968 2.193 0.508
25 4.500 1.217 2.751 0.635

Table 9: Entropy for N={5,10,15,20,25}, k={10,20}.

Novelty: the EPC@N scores for LibRec and CROSSREC are shown in Table 10. With LibRec, changing k
from 10 to 20 decreases novelty for all cut-off values. For example, the novelty with N = 25 and k = 10 is
0.349, however once k is changed to 20, it drops to 0.261. For CROSSREC, changing the number of neighbours
k from 10 to 20 brings a rise in novelty, excerpt for N=10. As shown in Tab. 10 CROSSREC obtains always
scores that are higher than those of LibRec. For example, when N = 5 and k = 20, CROSSREC gets 0.292 as
its novelty, whereas LibRec gets 0.114. This implies that CROSSREC recommends libraries that are closer to
the long tail than LibRec can do.
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k=10 k=20
N LibRec CROSSREC LibRec CROSSREC

5 0.187 0.291 0.114 0.292
10 0.264 0.349 0.166 0.344
15 0.296 0.376 0.204 0.377
20 0.320 0.391 0.236 0.399
25 0.349 0.401 0.261 0.416

Table 10: EPC for N={5,10,15,20,25}, k={10,20}.

Also in this case (see columns 3-7 of Tables 6 and 7), our analyses are supported by statistical procedures.
Differences are always statistically significant. The effect size is negligible/small for accuracy (Precision and
Recall), whereas it is large for all other indicators sales diversity and novelty.

The results in Figure 6.7 and Tables 8, 9, 10 indicate that CROSSREC significantly outperforms LibRec
concerning accuracy, sales diversity, and novelty, with a small/negligible effect size for accuracy and large
elsewhere.

RQ3: What are the reasons for the performance difference between LibRec and CrossRec?

We attempt to ascertain why CROSSREC outperforms LibRec. This task may necessitate further investigations,
both qualitative and quantitative research. However, by carefully studying the internal design of LibRec, we
found out that the improvement attributes to the following facts. In the first place, CROSSREC employs a
completely different approach to represent projects and libraries: it encodes the relationships among them
into a graph. Second, to compute the similarity between two projects, CROSSREC assigns a weight to every
library node using tf-idf (see Eq. (5)). In this way, the level of importance of a node is disproportional to its
popularity. This is similar to the context of document matching where popular terms are given a low weight
[52]. For instance, in Figure 3, lib1 is a popular node since it is referred by 4 projects and this makes it have
a low weight. As a result, CROSSREC is able to better capture the similarity between two projects compared
to LibRec, which equally treats all libraries. Third, LibRec employs a very simple collaborative-filtering
technique, though it also considers a set of k-nearest neighbor similar projects for finding libraries, it neglects
their similarity level by considering all projects in the same way. Also, the technique assigns more weight to
popular libraries without considering the degree of similarity between projects, from where the libraries come.
This explains why LibRec recommends very popular items. In contrast, CROSSREC improves by assigning a
larger weight to libraries that come from highly similar projects (see Eq. (12)). In other words, given a project,
CROSSREC is able to “mimic” the behaviour of highly similar projects, it attempts to suggest a comparable set
of libraries. Lastly, LibRec exploits association rule mining which indeed mines items that co-exist. This is
why the coverage of the recommended items is low compared to that by CROSSREC.

Our qualitative analysis suggests that the improvements achieved by CROSSREC with respect to LibRec
are due to the weighting scheme being applied, which also considers the projects’ similarity, i.e., it rewards
recommendation of libraries from similar projects.

6.8 Threats to Validity

We identify the threats that may adversely affect the validity of the experiments, and the countermeasures taken
to mitigate them. In particular, we focus on internal and external threats to validity as discussed below.
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Threats to internal validity are related to any factors internal to our study that can influence our results. In
the performed experiments, we did not consider the version number of project libraries. Even though this is a
limitation of the current implementation of CROSSREC, also LibRec neglects library versions and consequently
the performance comparison between the two systems has not been affected.

CROSSREC performance can depend on the values of N and k. We showed in the paper results for k = 10, 20,
and for N = 3, 5, 10, 5 (see more in Section 6.9). Results for other values of N and k are consistent with what
we already found.

Threats to external validity concern the generalizability of our findings. In the data collection phase, we tried
to cover a wide range of possibilities by mitigating also the fact that many repositories in GitHub are of low
quality, which is especially true when they do not have many stars. The set of 1, 200 GitHub projects was
randomly created by obtaining the following distribution of stars: 14 projects have 0 stars, 135 projects have
[1-4] stars, 66 projects have [5-9] stars, 512 projects have [10-99] stars, 300 projects have [100-499] stars, 78
projects have [500-999] stars, and 95 projects have more than 1000 stars. Moreover, the number of libraries
that a project in the considered dataset includes varies considerably from 10 to more than 500.

6.9 Discussions

By performing experiments with LibRec and CROSSREC on the same dataset, and by applying the same
experiment settings, we were able to compare their performance in a thorough manner. We have seen that an
increase in the number of neighbor projects considered for recommendation from k = 10 to k = 20 does not
make a big distinction in accuracy for both systems. Furthermore, as there are no changes in success rates
by increasing k, we can conclude that almost all relevant libraries are concentrated on the top most similar
projects. This is further enforced by the fact entropy is improved for both systems when k is increased from
10 to 20. The inclusion of more projects brings various libraries, which helps increase the item distribution.
With LibRec, the fact that novelty deteriorates when k increases shows that the additional projects bring only
popular libraries. Meanwhile novelty does not change with CROSSREC using the same setting with k. This
indicates that the recommended libraries brought by the additional projects do not help improve the overall
novelty.

In this sense, we see that the ability to compute similarities among projects plays an important role in obtaining
a good recommendation performance. In addition, since considering more neighbors means adding more
rows to the user-item ratings matrix, which indeed increases the computational complexity, we anticipate that
utilizing an appropriate value of k can help speed up the computation, thus increasing the overall efficiency,
but still preserving a decent effectiveness.

In contrast to LibRec, CROSSREC is able to maintain a trade-off between accuracy and sales diversity, it
gains better precisions and recalls for all testing folds. Furthermore, CROSSREC also gets an adequate catalog
coverage and novelty by recommending more unpopular libraries to projects.

6.10 Conclusions and Future Work

Third-party libraries contain tailored and well-defined functionalities which in turn offer a useful resource to
software projects being developed. Making use of such libraries allows developers to leverage an existing in-
frastructure, without reinventing the wheel. In this way, recommending third-party libraries to developers help
them save time as well as increase productivity. We implemented CrossRec, a novel approach to library rec-
ommendation that relies on a collaborative-filtering recommender system. The approach has been evaluated by
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considering different quality metrics and a dataset consisting of 1, 200 Java projects. The evaluation demon-
strated that our approach outperforms LibRec, a well-known system for library recommendation with regards
to various quality indicators. Furthermore, CrossRec is more efficient as it produces recommendations in a
rather short time. To the best of our knowledge, our work is the first one that employs graphs to represent the
relationships among software projects so as to effectively compute similarity and eventually to recommend li-
braries. Among other characteristics, we found out that the novelty of the outcomes is important in the context
of library recommendation, as very unpopular items, i.e., those belong to the long tail, are also useful.

Concerning the experimental settings presented in the paper, we suppose that feeding CrossRec with more
data as query should certainly improve the overall performance. However, this is a mere assumption and
necessitates additional investigations, which can be considered as an open research issue.

The deployment of various quality metrics to study the systems’ performance has shown to be meaningful.
Though these metrics have been widely used to evaluate recommender systems [122],[59],[128], to the best of
our knowledge, the current work is the first one that exploits them to examine the performance of a system for
recommending third-party libraries. Apart from success rate, we also incorporate other metrics to investigate
if the approaches obtain a good performance, i.e., accuracy, sales diversity, and novelty. Each of these met-
rics reflects a different view on the recommendations, which helps thoroughly study the final outcomes. For
future work, among others we will investigate in detail the importance of Novelty and Sales Diversity in the
recommendation outcomes.

The CrossRec tool has been successfully integrated into Eclipse and provided to developers as an IDE prompt-
ing instant recommendations. We are working to equip our tool with the ability to recommend different arti-
facts, such as API function calls and code snippets, as well as to extract background data from various sources,
such as Eclipse. We plan also to apply the proposed approach to other ecosystems based on different languages
such as C++, and C#.

Last but not least, we plan to compare CrossRec with other systems such as LibCUP [127] and LibFinder [105].
These are approaches that exploit clustering techniques to identify and recommend library co-usage patterns
or incorporate semantics into the recommendation process. Such a comparison should allow for understanding
the strengths and weaknesses of each approach, thereby helping developers select the one that best fits their
need.
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7 Recommendation of StackOverflow Posts

During the development of complex software systems, programmers look for external resources to understand
better how to use specific APIs and to get advice related to their current tasks. StackOverflow provides devel-
opers with a broader insight of API usage and with useful code examples. However, finding StackOverflow
posts that are relevant to the current context is a strenuous task [119]. In this section, we introduce SOrec, an
approach that allows developers to retrieve messages from StackOverflow being relevant to the API function
calls that they have already defined, as well as to the external libraries included in the project being developed.

The approach has been validated by means of a user study involving 11 developers who evaluated 500 posts
with respect to 50 contexts. Experimental results indicate the suitability of SOrec to recommend relevant
StackOverflow posts and concurrently show that the tool outperforms a well-established baseline.

7.1 Overview

Developing complex software systems requires mastering several languages and technologies [121]. Con-
sequently, software developers need to continuously devote effort to understand how to use new third-party
libraries even by consulting existing source code or heterogeneous sources of information. The time spent on
discovering useful resources can have a dramatic impact on productivity [40].

A recent work shows that StackOverflow (SO) [2] is the most popular question-and-answer website [8], which
is a good source of support for developers who seek for probable solutions from the Web [3, 72]. SO discussion
posts provide developers with a broader insight of API usage, and in some cases, with sound code examples.
Nevertheless, as the information space is huge, it is necessary to have tools that help narrow down the search
scope as well as find the most relevant documentations [121]. However, how to construct a query that best
describes the developer’s context and how to properly prepare SO data to be queried are still challenging tasks
[113]. In particular, there is a need to enhance the quality of retrieved posts as well as to refine the input context
to generate decent queries, which then facilitate the search process.

We propose SOrec, a comprehensive approach imposing various measures on both the data collection and
query phases. To improve efficiency, we exploit Apache Lucene [1], an information retrieval library to index
the textual content and code coming from StackOverflow. Posts are retrieved and augmented with additional
data to make them more exposed to queries. On the other side, we boost the context code with different
factors to construct a query that contains information needed for matching against the stored indexes. In a
nutshell, we make use of multi facets of the data available at hand to optimize the search process, with the
ultimate aim of recommending highly relevant SO posts. The approach’s performance has been assessed
by considering various experimental settings. We also compare our tool against a well-established baseline,
i.e., FaCoY [62]. Through a series of user studies, we demonstrate that our proposed approach considerably
improves the recommendation performance, and thus outperforming the considered baseline. In this sense, we
have the following contributions:

• Identification of augmentation measures to automatically refine the considered input SO dump by con-
sidering various pieces of information;

• Exploiting a well-founded IR tool to index the augmented data;
• Characterizing the context code by automatically boosting the constituent terms to improve their expo-

sure to the indexed data and eventually build a proper query in a transparent manner for the developer;
• Two empirical evaluations of the proposed approach to evaluate the performance of SOrec and to com-

pare it with FaCoY.
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This chapter is structured into the following sections. Section 7.2 provides background and describes the moti-
vations for our work. In Section 7.3, we introduce SOrec, our proposed approach to recommend StackOverflow
posts. The evaluation is presented in Section 7.4. Section 7.5 analyzes the experimental results. Finally, Sec-
tion 7.6 discusses the threats to validity.

7.2 Background and Motivations

Over the last decade several approaches have been conceived to leverage the use of crowdsourcing in software
engineering [81]. Those exploiting StackOverlow as main source of information (e.g., [36, 62, 111, 113, 152])
can be distinguished in two main categories:

C1. approaches that pay attention only to the automated creation of queries to be executed by search engines,
and to the visualization of the retrieved posts according to some ranking model (e.g., [36, 111, 113]);

C2. approaches that focus both on query creation and on advanced indexing mechanisms specifically con-
ceived for storing and retrieving SO posts (e.g., [62, 152]).

Prompter [113] is among the most recent approaches falling in the first category above. It is an automatic
tool, which is used to recommend SO posts given an input context built from source code. Prompter performs
various processing steps to produce a query. First, it splits identifiers and removes stop words. Then it ranks
the terms according to their frequency by considering also the entropy of the term in the entire SO dump. Once
the query is built, the tool exploits a web service to perform the query via the Google and Bing search engines.
Finally, a ranking model is employed to sort the results according to different metrics such as API similarity,
tags analysis, and SO answers and questions.

FaCoY [62] is a recent code-to-code search engine that relies on Apache Lucene and provides developers with
relevant GitHub code snippets. Two main phases are conducted to produce recommendations as follows. The
first one is performed on the context code to get related SO posts from a local indexed dump. To this end,
the system parses the context code and builds an initial query qc to look for posts from StackOverflow. From
the set of retrieved posts, it parses natural language descriptive terms from questions to match against the
question index of Q&A that has been built ex-ante in order to get more posts that contain relevant source code.
Afterwards, a new query q′c is formed from the newly obtained source code. The second phase is done on q′c
to search from GitHub for more snippets, which are finally introduced to developers. By focusing on the first
phase, i.e., searching for SO posts by exploiting the input context code, FaCoY can be considered in category
C2 above. This module works like a bridge between the initial query qc and the final results. In this sense, it
has an important role to play since its performance considerably affects the final recommendation outcomes.

The experimental results [62] demonstrate that FaCoY obtains a superior performance with regards to several
baselines. In this section we pay our attention only to the FaCoY’s module for searching SO posts. By a careful
observation on the system, we found out that it suffers a setback with respect to incomplete data as well as
brief input query. As we can see later on in this chapter, for many queries the system is unable to retrieve any
SO posts, or for some contexts it suggests irrelevant ones, i.e., false positives. To this end, we believe that there
is a need to overcome the limitations, so as to enhance the overall performance of FaCoY.

As an example, we consider the explanatory code snippet shown in Listing 1. The code declares a
CamelContext variable, and invokes functions addRoutes() and configure(). The input code is pretty
simple, and the developer would benefit from being suggested with SO posts discussing aspects related to the
input source code.

Page 50 Version 1.0
Confidentiality: Public Distribution

28 June 2019



D6.5 The CROSSMINER Knowledge Base - Final Version

1 package camelinaction;
2
3 import org.apache.camel.CamelContext;
4 import org.apache.camel.builder.RouteBuilder;
5 import org.apache.camel.impl.DefaultCamelContext;
6
7
8 public class FilePrinter {
9

10 public static void main(String args[]) throws Exception {
11 // create CamelContext
12 CamelContext context = new DefaultCamelContext();
13
14 // add our route to the CamelContext
15 context.addRoutes(new RouteBuilder() {
16 public void configure() {
17
18 }
19 });
20 }
21 }
22

Listing 1: Explanatory input context code.

In other words, it is expected that a search engine can recommend discussions that are relevant to the developer
context, for instance the post16 shown in Figure 23. In the figure, we only capture the key information from
the post, i.e., title, question, answer, code and display it in the figure. The post contains two answers and one
of them is useful for the context. For instance, the depicted snippet contains class CurrencyRoute where
addRoutes() is informative and configure() is completely defined. More importantly, this code shows
that some additional packages are required, e.g., ActiveMQConnectionFactory or JmsComponent. In this
sense, the accompanying snippet is handy for supporting the development of the context code in Listing 1 since
it provides a better insight into how to use the related API.

When the context code shown in Listing 1 is fed to FaCoY, the system fails to return any results. We anticipate
that this is due to the lack of input data, i.e., the query code is very brief, and to the indexing process of FaCoY,
which ignores some important components in source code when preparing the indexed data. Thus, we believe
that there is still room for improvement. In this respect, Lucene offers a well-defined platform for managing
and indexing data. However, it is incumbent upon the Lucene user to decide which data to index and which
data to use as query. To this end, we propose an approach to improve the module for searching SO posts of
FaCoY. We also attempt to perform various refinement steps on the input SO dump as well as to polish the
query code. The details of the proposed approach are given in the next section.

7.3 Proposed Approach

Given a user context with code being developed, we aim at searching for posts that contain highly relevant
answers from StackOverflow. We attempt to overcome the limitations of the existing approaches by properly
indexing SO data and by processing the query by developers’ side, exploiting various refinement techniques.
In particular, we come up with a comprehensive approach named SOrec, which takes into consideration three
consecutive phases, i.e., Index Creation, Query Creation, and Query Execution. By Index Creation, we parse
and organize an SO dump into a queryable format to facilitate future search operations. Query Creation is done
at the developer’s side to transform the current context into an informative query that can be used to search

16https://tinyurl.com/yydp8lwd
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Figure 23: A StackOverflow post that is relevant to Listing 1.

against the indexed data. Concerning Query Execution, the actual searching is performed by means of Apache
Lucene.

Index and query creations rely on the JDT parser, which allows one to define different types of constructs to
be parsed from the source as a parameter. In particular, there are the following options:

– Compilation_Unit: the source is parsed as a compilation unit.
– Class_Body_Declarations: the source is parsed as a sequence of class body declarations.
– Expression: the source is parsed as a single expression.
– Statements: a constant is used to specify that the source be parsed as a sequence of statements.

This list is ordered according to the information that they compute and the severity of the parser option,
e.g., the Compilation_Unit option allows one to get more information than the others but it is less resilient
to malformed statements.

An overview of the SOrec building components is depicted in Figure 24. The three constituting phases, i.e.,
Index Creation, Query Creation, and Query Execution are described in detail by the following subsections.

7.3.1 Index Creation

Starting from an SO dump, the original data is loaded into MongoDB for further processing. Then, the data is
parsed and transformed into a format that can be queried later on. At this point, it is necessary to use indexed
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Figure 24: The SOrec architecture.

data for future look up. In this work, we opt for Apache Lucene as it is a powerful IR tool being widely used
to manage and query vector data. For each SO post, the following components are excerpted: Title, Body
and Code. Concerning the textual part, we extract questions, answers, and titles and index them by means
of the Indexer. Meanwhile, code contents are parsed to extract useful artifacts before being fed to Lucene.
In particular, the JDT parser is used to obtain six tokens as shown in Table 11. However, code snippets in
StackOverflow posts may neither be complete nor compilable [133], and therefore they might not be found
if being queried in their original format. Thus, to make them compilable, we propose two refinement steps,
namely Post cleaning and filtering and Code wrapping as explained below.

Post cleaning and filtering In SO messages, a question is typically followed by answers and comments.
However, many posts do not have any answers at all. Such these posts are considered not useful for recom-
mendation tasks. Thus, we filter out irrelevant posts as well as remove the low-quality ones first by considering
only those that have accepted answers. Then, only posts that contain the code tag17 to include in their bodies
source code written in Java are accepted for further processing.

Code wrapping To deal with incomplete and uncompilable snippets, we use the parsing option that yields
more tokens. Furthermore, a default class wrapping is added to those snippets that cannot be parsed. For
code snippets without any imports, we wrap up with relevant classes to make them more informative. To this
end, we exploit an archive provided by Benelallam et al. [13]. The dataset contains more than 2.8M artifacts
together with their dependencies as well as other relationships, e.g., versions. We count the frequency that each

17We are aware that there are SO posts that do not always use the code tag to include inline source code. Thus, relying
only on such a tag might discard messages that instead should be kept. Natural Language Processing techniques can be
exploited to make the employed cleaning and filtering phase less strict even though we defer this as future work.
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artifact is invoked, and sort into a ranked list in descending order. Then only top N class canonical names, i.e.,
the ones appear in an import statement, are selected. By parsing all API calls within a method declaration, we
trace back to their original packages from the top N names. Nevertheless, given that a class instance is invoked
without any declaration, more than one canonical name could be found there. In this case, we compute the
Levenshtein distance from each name to the title and body text of the post and use it as a heuristic to extract
the best-matched one. Finally, the corresponding import directives are placed at the beginning of the code.

1 ASTParser parser = ASTParser.newParser(AST.JLS9);
2 parser.setResolveBindings(true);
3 parser.setKind(ASTParser.K_COMPILATION_UNIT);
4 parser.setSource(snippet.toCharArray());
5 Hashtable<String,String> options = JavaCore.getOptions();
6 options.put(JavaCore.COMPILER_DOC_COMMENT_SUPPORT, JavaCore.ENABLED);
7 parser.setCompilerOptions(options);

Listing 2: Original code snippet.

We consider an example as follows. Listing 2 depicts a code snippet extracted from SO. The code contains just
function calls, and it is incomplete since there is no class declaration and import. If we use this code without
any refinement to index Lucene, it might not be unearthed by the search engine due to the lack of data. Thus, it
is necessary to wrap up and augment it with additional information. By adding class fix and import directives,
we obtain a new code snippet as shown in Listing 3. The resulted snippet resembles a real hand-written code,
which probably facilitates the matching process later on.

1 import java.util.HashMap;
2 import java.util.Hashtable;
3 import org.eclipse.jdt.core.JavaCore;
4 import org.eclipse.jdt.core.dom.AST;
5 import org.eclipse.jdt.core.dom.ASTParser;
6 import org.eclipse.jdt.core.dom.ASTVisitor;
7
8 public class fix(){
9 ASTParser parser = ASTParser.newParser(AST.JLS9);

10 parser.setResolveBindings(true);
11 parser.setKind(ASTParser.K_COMPILATION_UNIT);
12 parser.setSource(snippet.toCharArray());
13 Hashtable<String, String> options = JavaCore.getOptions();
14 options.put(JavaCore.COMPILER_DOC_COMMENT_SUPPORT, JavaCore.ENABLED);
15 parser.setCompilerOptions(options);
16 }

Listing 3: Augmented code snippet.

Once the refinement steps have been done, we index all terms corresponding to the tokens specified in the
Code part of Table 11 and store them into Lucene for further look up.

7.3.2 Query Creation

This phase is conducted on the client side, and the method declaration being developed is used as input context.
A query can be formed by considering all terms extracted from the context code. It is evident that each term
in posts has a different level of importance. Thus, the second phase is to equip a query with more information
that better describes the current context, taking into account the terms’ importance level. Fortunately, Lucene
supports boosting, a scoring mechanism to assign a weight to each indexed token. Based on scoring, we
perform two augmentation steps, i.e., Boosting, and Tokenizing as follows.
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Token Description
Te

xt
Title The title of the post
Answer All answers contained in the post
Question The question

C
od

e

ImportDeclaration The directives used to invoke libraries
MethodDeclaration Method declarations with parameters
MethodInvocation API function calls
VariableType Types of all declared variables
VariableDec All declared variables
ClassInstance Class declarations

Table 11: The used facets.

Boosting The original code is parsed to obtain the six tokens listed in the last half of Table 11. Each term in
the code is assigned a concrete weight to boost the level of importance. Entropy [132] is exploited to compute
the quantity of information of a document using the following formula:

H = −
∑

p(x)logp(x) (20)

where p(x) is the probability of term x. An entropy value ranges from 0 to log(n), where n is the number of
terms within the document. We compute entropy for all terms in the original source code and rank them in a
list of descending order. Then the first quarter of the list is assigned a boost value of 4. Similarly, the next 2nd,
3rd, and 4th quarters get the boost value of 3, 2, and 1, respectively. Finally, all the code terms are attached to
their corresponding tokens to form the query.

Tokenizing By the Index Creation phase in Section 7.3.1, nine different tokens have been populated (see
Table 11). Among them, there are 3 textual tokens, i.e., Title, Answer, and Question. However, by the devel-
oper’s side, the input context contains just source code and there are no textual parts that can be used to match
against the three tokens. Thus, given the input code, we attempt to generate textual tokens by exploiting the
import directives embedded at the beginning of each source file. Starting from an import directive, we break it
into smaller pieces and attach them to all the textual tokens. A previous work [19] shows that in an SO post,
the title is more important than the description. In particular, according to [19] the importance ratio between
description and title of a given post is 1/3. Accordingly, we set a boost value of 4 to the title and 1.4 to both
the answer and question.

By considering the code in Listing 1, the query that SOrec creates after the boosting and tokenizing phases is
shown in Listing 4.

Listing 4: Sample query produced after the Boosting and Tokenizing phases.
VariableDeclarationType: CamelContext^1.0 OR
VariableDeclaration: context^1.0 OR
MethodInvocation: addRoutes^1.0 OR
ClassInstance: DefaultCamelContext^1.0 OR
ImportDeclaration: org.apache.camel.impl.DefaultCamelContext^1.0 OR
ImportDeclaration: org.apache.camel.CamelContext^1.0 OR
ClassInstance: RouteBuilder^1.0 OR
MethodDeclaration: main^1.0 OR
ImportDeclaration: org.apache.camel.builder.RouteBuilder^1.0 OR
MethodDeclaration: configure^1.0 OR
Answer: apache^1.4 OR
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Answer: camel^1.4 OR
Question: apache^1.4 OR
Question: camel^1.4 OR
Title: apache^4 OR
Title: camel^4

7.3.3 Query Execution

Queries that are created, as described in the previous section, are executed by means of Apache Lucene.
Moreover, we exploit the Lucene built-in BM25 to rank indexed posts. In particular, BM25 is a bag-of-
words retrieval function that ranks a set of documents based on the query terms appearing in each document,
regardless of the inter-relationship between the query terms within a document, e.g., their relative proximity.
The index is computed as given below.

R(q, d) =
∑

t∈q

fdt

k1((1− b) + b ld
avgld

+ fdt
(21)

where fdt is the frequency of term t in document d; ld is the document d length; avgld is the document average
length along the collection; k is a free parameter usually set to 2 and b ∈ [0, 1]. When b = 0, the normalization
process is not considered and thus the document length does not affect the final score. In constrast, when
b = 1, the full-length normalization is performed. In practice, b is normally set to 0.75. It has been shown that
for ranking documents, BM25 works better than the standard TF-IDF one [109].

By considering the query in Listing 4 as input, the post shown in Figure 23 is among the resulting ones.

In the following section we introduce two evaluations to examine if our proposed solution is beneficial to the
matching of relevant SO posts.

7.4 Evaluation

To study SOrec’s performance, we performed two main evaluations by means of user studies. The first one is
done to evaluate the role of each augmentation proposed in Section 7.3. To this end, we consider 6 experimental
configurations, i.e., A,B,C,D,E,F with 10 queries for each (see Table 12). The second evaluation compares
SOrec against a baseline, namely the module for retrieving SO posts of FaCoY [62], and this corresponds
to the last configuration G. For the sake of representation, from now on the baseline is addressed as FaCoY
(unless otherwise stated), despite the fact that it is only a module of the whole FaCoY system presented in [62].
To thoroughly examine the difference in their performance, we consider 50 queries in G. The queries contain
code snippets that invoke ten of the most popular Java libraries, i.e., Jackson, SWT, MongoDB driver, Javax
Servlet, JDBC API, JDT core, Apache Camel, Apache Wicket, Twitter4j, Apache POI.

The test configurations are explained in Table 12, whose the 2nd to 5th columns specify the presence of the
techniques mentioned in Section 7.3, with the corresponding section being shown in parentheses. For exam-
ple, the 2nd column Wrapping is a combination of class fixing and library import deduction introduced in
Section 7.3.1. To facilitate future research, we made available the SOrec tool together with related data in
GitHub.18

18https://github.com/ase2019-sorec/SOrec
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Conf. Wrapping Boosting Tokenizing Ranking # of queries Description(Sec. 7.3.1) (Sec. 7.3.2) (Sec. 7.3.2) (Sec. 7.3.3)
A — — — — 10 Flat queries, without considering any proposed augmentations
B 3 — — — 10 Wrapping is introduced to queries in Conf. A
C 3 — — 3 10 BM25 is used to rank the retrieved posts
D 3 3 — — 10 Entropy is used to boost the queries in Conf. B
E 3 — 3 — 10 Transforming import directives to textual tokens for queries in Conf. B
F 3 3 3 3 10 Imposing all proposed augmentations
G 3 3 3 3 50 Imposing all proposed augmentations to compare SOrec and FaCoY

Table 12: Experimental configurations.

Name Value Name Value
Size 70GB # of answers 1, 122, 789
# of posts 18, 300, 672 # of acc. answers 552, 458
# of Java posts 757, 439 # of posts fixed 32, 578

Table 13: A summary of the SO dump used in the evaluation.

Score Description
0 No results at all are returned
1 The post is totally irrelevant
2 The post contains some hints but it is still out of context
3 There are relevant suggestions but the key features are missing
4 The post provides proper recommendations, together with its code snippets it

can help developers solve their current task

Table 14: Confidence Scores.
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7.4.1 Dataset

To provide input for the evaluation, we exploited a recent StackOverflow dump19 which is an XML file of
70GB in size and contains more than 18 millions posts. By filtering with tags, we obtained 757, 439 posts
containing Java source code. The resulting set has more than 1, 2 millions of answers with 49.20% of them
being already accepted i.e., 552, 458 answers. In such posts there were 32, 578 snippets that did not have
any imports. We fixed them as presented in Section 7.3.1. Eventually, we indexed and parsed all the posts
following the paradigm described in Section 7.3.1. More details of the dataset used in our evaluation are
shown in Table 13.

7.4.2 User studies

We resort to user study as this is the only way to investigate whether the recommendation outcomes are really
helpful to solve a specific task [77, 82, 113]. A group of 11 developers was asked to participate in the user study.
Six participants are master students attending a Software Engineering course. Three of them are PhD students.
The other two are postdoc researchers. Through a survey sent to each participant, we found out that more than
a half of them have at least 7 years of programming experience. Among these people, three participants have
worked with programming for 15 years. All of them are capable of Java and at least another programming
language, e.g., Python or C++. The evaluators use code search engines like GitHub, StackOverflow, or Maven
on a daily basis. Furthermore, they frequently re-use code fragments collected from these external sources.

The user studies aim at evaluating the relevance of a recommended post and a code snippet. Given a query,
each system, i.e., FaCoY or SOrec produces as outcome in the form a ranked list of relevant posts. To aim for a
fair evaluation, we mixed the top-5 results generated by each system in a single Google form and present them
to the evaluators together with the corresponding context code. This simulates a taste test [44, 110] where
users are asked to give feedback for a product, e.g., food or drink, without having a priori knowledge about
what is being addressed. This aims to eliminate any bias or prejudice against a specific system. Each pair
of code and post, i.e., <query, retrieved post> is examined and evaluated by at least two participants using
the scores listed in Table 14. Apart from 11 developers mentioned before, we also involved one more senior
researcher to validate the evaluation outcome of every query. In case there is a disagreement between any two
participants, e.g., the first person assigned the score of 2 and the second one gave 4 to a same pair, the senior
researcher examines the pair again to eventually reach a consensus.

7.4.3 Evaluation metrics

As typically done in related work, the following metrics have been considered to evaluate the recommendation
outcomes [77, 82]:

• Confidence: it is the score given to a pair of <query, retrieved post> following Table 14;
• Success rate: if at least one of the top-5 retrieved posts receives 3 or 4 as score, the query is considered

to be relevant. Success rate is the ratio of relevant queries to the total number of queries;
• Precision: it is computed as the ratio of pairs in the top-5 list that have a score of 3 or 4 to the total

number of pairs, i.e., 5.

19https://archive.org/details/stackexchange
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7.4.4 Research questions

The evaluations are conducted to answer the following research questions:

• RQ4: Which experimental configuration brings the best SOrec performance? We compare the flat con-
figuration with the augmented ones to see which setting fosters the best recommendation outcome for
SOrec.

• RQ5: How does SOrec compare with FaCoY? Compared to FaCoY, SOrec is equipped with various
refinement techniques. By answering this question, we ascertain whether our proposed augmentations
are useful for searching posts in comparison to the original approach FaCoY.

• RQ6: What are the reasons for the performance difference? We are interested in understanding the
factors that add up to the performance difference between the two systems.

The following section analyzes the systems’ performance by addressing these research questions.

7.5 Experimental Results

This section presents the results obtained from the experiments as well as related discussions. First, we analyze
the outcomes obtained by performing SOrec with six configurations, i.e., A÷F (see Table 12), to answer RQ4.
Afterwards, we compare FaCoY with SOrec by answering RQ5. Finally, we attempt to reason what constitutes
the performance differences between the two systems by means of RQ6.

RQ4: Which experimental configuration brings the best SOrec performance?

Each configuration is evaluated using 10 queries and each of them corresponds to 5 posts, resulting in 50
pairs of <query, retrieved post>. We gather the confidence scores of each configuration and represent them
in a violin boxplot as shown in Figure 25. According to Hintze et al. [50], a violin boxplot is a combination
of boxplot and density traces which gives a more informative indication of the distribution’s shape, or the
magnitude of the density. Thus, it is evident that performing SOrec with flat queries, i.e., configuration A,
yields the worst performance since the corresponding boxplot is slim and distributed along the vertical axis.
This suggests that feeding queries without incorporating any proposed augmentations brings less relevant posts.
Meanwhile, the system obtains a better performance for configurations B (flat query plus wrapping) and C
(flat query plus wrapping and ranking) with respect to A. Moreover, the two configurations B, C contribute
to a comparable performance as their corresponding violins have a similar shape. Among others, the best
confidence is seen when running SOrec with F, i.e., all proposed augmentations are incorporated. In particular,
no query pair gets 1 as the confidence value and most of them are assigned a value of 3 or 4. This necessarily
means that augmenting queries with all the proposed measures helps retrieve highly relevant posts.

Metric
Configuration

A B C D E F

Success rate 0.90 0.90 0.90 0.90 1.00 1.00
Precision 0.60 0.66 0.68 0.74 0.78 0.82

Table 15: Success rate and Precision.

We consider the success rate and precision scores for the configurations in Table 15. Running SOrec on the
dataset always gets a minimum success rate of 0.90, regardless of the configuration. SOrec gains the maximum
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Figure 25: Confidence for configurations A÷ F.

score, i.e., success rate = 1 when E or F is imposed. This demonstrates that Tokenizing (see Section 7.3.2)
contributes much to the matching of relevant posts. Concerning Precision, we see that using flat query obtains
the lowest precision, i.e., Precision = 0.6 and this is consistent with Confidence in Figure 25. Again, the best
Precision, i.e., 0.82 is obtained when all augmentations are imposed on the queries.

In summary, running SOrec by deploying all proposed augmentations provides the best performance with
respect to confidence, success rate, and precision.

RQ5: How does SOrec compare with FaCoY?

To aim for a reliable comparison, we executed both FaCoY and SOrec on the dataset mentioned in Sec-
tion 7.4.1. Considering the set of 50 queries, SOrec returns 250 pairs of query-post. Each pair gets a score
ranging from 1 to 4. However, FaCoY does not find any results for 10 among the queries, i.e., the correspond-
ing scores are 0 (see Table 14). We depict the confidence scores of both systems using violin boxplots in
Figure 26(a). The boxplots demonstrate that SOrec gains considerably better confidence than that of FaCoY.
In particular, SOrec has more scores of 3 and 4, whereas FaCoY has more scores of 1 and 2. By inspecting the
ten queries that yield no results, we found out that their input context code is considerably short. This supports
our hypothesis in Section 7.2 that FaCoY is less effective given that input data is incomplete or missing.

To aim for a more reliable comparison, we remove the ten queries from the results of both systems and sketch
the confidence scores in Figure 26(b). For this set of queries, the FaCoY’s violin fluctuates starting from 3
down to 1. In contrast, the majority of the violin representing SOrec lies on the upper part of the figure,
starting from 3 in the vertical axis. We conclude that SOrec obtains a better confidence compared to FaCoY.

We further investigate the systems by considering Figure 26(c) where the precision scores for 40 queries are
depicted. By this metric, the performance difference between the two systems becomes more noticeable. To
be more concrete, a larger part of the FaCoY’s boxplot resides under the median horizontal line, implying that
most of the queries get a precision lower than 0.5. In the opposite side, SOrec gains better precisions that are
larger than 0.5, and agglomerate to the upper bound, i.e., 1.0. The metric shows that, given the same query,
SOrec returns more relevant posts than the baseline does.
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Figure 26: Confidence, precision, and success rate for Configuration G.

The obtained success rates for both systems are shown in Figure 26(d). Among 40 queries fed to FaCoY, 78%
of them are successful, i.e., at least one pair of a query gets a value of 3 or 4. Meanwhile, SOrec achieves a
better percentage of success, 38 among 40 queries are successful, yielding a success rate of 95%.

Finally, it is important to understand if the performance difference is statistically significant. We compute
Wilcoxon rank sum test [148] on the scores obtained by the systems and get the following results: p-value
for Confidence is 1.08e-10; p-value for Precision is 8.90e-06; p-value for Success rate is 2.00e-02. The null
hypothesis is that there are no differences between the performance of FaCoY and that of SOrec. Using 95%
as the significance level, or p-value < 0.05 we see that by all quality indicators the p-values are always lower
than 5e-02. Thus, we reject the null hypothesis and conclude that the performance improvement obtained by
SOrec is statistically significant.

SOrec outperforms FaCoY in terms of confidence, success rate, and precision. Furthermore, the perfor-
mance difference between the two systems is statistically significant.

RQ6: What are the reasons for the performance difference?

We refer back to the example introduced in Section 7.2. Actually, the post in Figure 23 is recommended by
SOrec when the code in Listing 1 is used as query. In this example, compared to the baseline, SOrec works
better since it is capable of recommending a very relevant and helpful discussion, while it is not the case with
FaCoY. By carefully investigating the query generated by SOrec, we see that the transformation of import
directives to produce textual tokens as shown in Listing 4 is beneficial to the search process: it equips the
query with important terms which then match with the post’s title. Table 16 distinguishes between the two
systems by listing the facets exploited by each of them.

FaCoY exploits the Porter stemming algorithm and the English analyzing utilities provided by Lucene to per-
form a query. It parses the developer’s source code as well as comments and uses extracted indexes described
in Section 7.2 to search. As shown in RQ4 and RQ5, a flat query containing only full-text is not sufficient to
retrieve useful results. Though FaCoY employs Lucene as its indexer, it does not exhaustively exploit boosting
which is considered to be the heart of Lucene. To this end, SOrec attempts to improve the baseline by im-
posing various boosting measures. By the Index Creation phase, SOrec enriches incomplete code snippet with
class and import directives and then tokenizes them. By the Query Creation and Execution phases, SOrec ex-
ploits import directives from source code to build indexes to match against indexed textual data. Since FaCoY
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Technique FaCoY SOrec
Code analysis 3 3

Class fixing 3 3

Import mining — 3

Entropy — 3

BM25 — 3

Tokenizing — 3

Table 16: Comparsion between FaCoY and SOrec.

does not perform these phases, it is unable to match source code with textual context in post. Furthermore,
FaCoY cannot match input code with snippets stored in database but without import directives.

Altogether, the query boosting scheme and the considered facets for the creation of indexes are attributed
to the performance difference between the two systems.

7.6 Threats to validity

We investigate the threats that may affect the validity of the experiments as well as the efforts made to minimize
them.

Internal validity. It concerns any confounding factors that may have an influence on our results. We attempted
to avoid any bias in the user studies by: (i) involving 11 developers with different levels of programming
experience; (ii) simulating a taste test where users are not aware of what they are evaluating. Furthermore, the
labeling results by two evaluators were then double-checked by another senior researcher to aim for soundness
of the outcomes.

External validity. This refers to the generalizability of the obtained results and findings. To contrast and
mitigate this threat, we enforced the following measures. The sets of code snippets that have been selected
as queries invoke various Java libraries. Furthermore, the number of code lines of the queries ranges from 22
to 608, attempting to cover a wide range of possibilities in practice. Our approach is also applicable to other
programming languages, however, in the scope of this work we restricted ourselves to perform evaluations on
posts containing Java source code.

Construct validity. This is related to the experimental settings used to evaluate the similarity approaches. We
addressed the issue seriously and attempted to simulate a real deployment scenario where the tools are used to
search for relevant posts from StackOverflow. In this way, we were able to investigate if the tools are really
applicable to authentic usage.

Conclusion validity. This is whether the exploited experiment methodology is intrinsically related to the
obtained outcome, or there are also other factors that have an impact on it. The evaluation metrics, i.e., Success
rate, Confidence, Precision might cause a threat to conclusion validity. To confront the issue, we employed the
same metrics to evaluate both FaCoY and SOrec.
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8 Categorization of Relevant API Discussions

When incorporating a new API, developers need to look for related resources to find out how to properly use
the API’s constituent functions. However, official documentation often provides a generic usage of the API,
without having tailored examples that fit the current context [96]. It is necessary to find additional discussions
that are useful to solve the development task. To this end, there are different forums and communication
channels that contain discussions about how to use the given API. Nevertheless, the large and ever-growing
volume of such forums and channels is hard to manage without proper tools. In this sense, the classification of
posts to independent categories by topic provides developers with a quick-to-perceive summary of the topics
that are being discussed in a communication channel [54]. This helps developers swiftly approach the most
relevant posts to their need by narrowing down the search scope.

Figure 27(a) and 27(b) illustrate an example where there are two StackOverflow posts that discuss a similar
issue. In Post 120, the user asks for how to use configure Maven, SonarQube and JaCoCo to produce a cover-
age report. Meanwhile, in Post 221 the user is interested in why there is a discrepancy between the coverage
that reported by JaCoCo and SonarQube. Developers who look for discussions related to the usage of Sonar-
Qube22 together with JaCoCo23 would gain a benefit by being suggested with the two posts together as they
complement each other.

(a) Post 1 (b) Post 2

Figure 27: An example of two related StackOverflow posts.

In supervised classification, posts can be assigned to specific categories to facilitate the search process. The
labeling is performed manually, e.g., when developers create or upload a post, they specify one or more cate-
gories to the contained post. Later on, these categories serve as a means to help other developers narrow down
the search scope and efficiently approach the post. Conventional wisdom suggests that the prescribed infor-
mation related to posts and their corresponding categories is meaningful: it reflects the perception of humans
towards the relationship between posts and categories. We hypothesize that posts’ features such as questions,
answers, snippets of code as well as their labels can be exploited to automatically group posts into categories.
In other words, it is reasonable to categorize post by simulating humans’ cognition towards the posts-categories
relationship, using the available data.

20https://stackoverflow.com/questions/13031219/how-to-configure-multi-module-maven-
sonar-jacoco-to-give-merged-coverage-rep

21https://stackoverflow.com/questions/38646016/sonarqube-plugin-not-finding-jacoco-
results

22https://www.sonarqube.org/
23https://www.eclemma.org/jacoco/
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There are some notable approaches that deal with the classification of StackOverflow posts. Hou and Mo [54]
implement a Naïve Bayes classifier to classify API discussions into API specific topics (NBM). The approach
was evaluated using three datasets. CASE has been proposed to improved the overall classification perfor-
mance [158]. Beyer et al. [15] present an automated classifier using Random Forest (RF) and Support Vector
Machines (SVM).

The proliferation of Machine Learning techniques in recent years has fostered a plethora of applications in var-
ious domains, contributing superior performance compared to conventional approaches. The ability to learn
from labeled data underpins the main strength of neural networks, making them a well-founded technique in
Machine Learning. To name just a few, pattern recognitions [17], forecasting [154], and classification [6, 116]
are their main application domains. We came up with the adoption of a neural network to build a super-
vised classifier to classify StackOverflow posts. We present SCORE, a tool for Supervised Classification of
StackOverflow discussions using a neuRal nEtwork [97]. An evaluation using various datasets demonstrates
that the tool is able to learn from manually classified data and effectively categorize incoming unlabeled data,
thereby obtaining a high prediction performance. As a base for further presentations, Section 8.1 recalls the
key concepts and notations related to feed-forward neural networks, which mainly come from [101] and [135].
Afterwards, Section 8.2 introduces the proposed architecture. The experimental settings are explained in Sec-
tion 8.3. Finally, Section 8.5 lists the probable threats to the validity of our findings.

8.1 Feed-forward Neural Networks

The atomic element of a neural network is called perceptron. Each perceptron receives a set of inputs and
produces an output. For each input xi, there is a weight ωi associated with it. A bias b is attached to allow for
more flexibility in adjusting the output. An activation function f is used to compute the output, given an input.
Figure 28 depicts a simplified perceptron with three inputs, and the corresponding output is: f(

∑3
j=1 ωjxj+b).

x2

ω2

+ f f(ω, b)

x1

ω1

x3

ω3

b

Figure 28: A perceptron.

A feed-forward neural network is made of several
connected layers of neurons and the output of one
layer is fed as input for the next layer’s neurons,
with an exception of the output layer. The edges
of the network convey information in a unique di-
rection [123], e.g., from left to right. Depending
on the purpose, the number of neurons in a hidden
layer as well as the number of hidden layers may
vary. We consider a concrete example as depicted
in Figure 29(b). For a clear presentation, the con-
stituent weights, biases as well as the activation func-
tions are omitted. The neural network is made of
three layers: the first layer is called input and it consists of L neurons, corresponding to the number of
input features, i.e., X = (x1, x2, ..., xL) [154]. The second one is the hidden layer with M perceptrons,
i.e., H = (h1, h2, ..., hM ). The output layer consists of N perceptrons, corresponding to N output categories,
i.e., C = (C1, C2, .., CN ). In this work, the sigmoid function is used as the activation function as it has been
widely exploited in different studies [101]. Figure 29(a) sketches the shape of the sigmoid function.

The learning process is illustrated in the pseudo code in Algorithm 1. In this listing, epoch is one round
of learning performed on the training data, i.e., introducing all the input vectors [14]. At the beginning of
each epoch, the training set is shuffled (Line 5) with the aim of randomizing the input data, thus avoiding the
problem of being stuck in local minima [101]. For each epoch, only some mini-batches of the training inputs
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Figure 29: Sigmoid function and neural network.

Algorithm 1 The learning process
1: procedure LEARNING(training_data,epochs)
2: e = 0;
3: model = initialization();
4: while e < epochs do
5: training_data = shuffle(training_data);
6: X, y = split(training_data);
7: ŷ = predict(X,model);
8: error = calculate_error(y, ŷ);
9: model = refine_model(model, error);

10: e++;
11: end while
12: return model
13: end procedure

are selected, and the training is done only on these samples. The network is fed with input data X and labels
y obtained after being split (Line 6). The predicted values ŷ (Line 7) are the results of running on the training
data and they are computed using the following formula.

ŷ = f(z) =
1

1 + e−z
=

1

1 + exp(−∑j ωjxj − b)
(22)

The difference between the real category and the predicted value is called error (Line 8) and computed as given
below.

E(w, b) =
1

2L

∑

x

‖y(x)− (ω.x+ b)‖2 (23)

The error converges to zero when ŷ ≈ y, i.e., the predictions match with the real labels. The final aim of the
learning process is to find a function that best maps the input data with the output data. In other words, we
minimize the error function E(w, b) by choosing a suitable set of weights and biases [17], and this is done by
applying Stochastic Gradient Descent (SGD) as follows [21, 37, 101]. The model performs prediction on the
training data, then the error between the actual outcome and the predicted results is used to adjust the model to
minimize errors (Line 9). The outcome of the training phase is model with weights and biases (Line 12) that
can be used to approximately produce the outputs from the input data.
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Learning is essentially the process of refining the constituent weights and biases so as to produce the corre-
sponding output y, given a specific input X.

Algorithm 2 depicts the testing process. In contrast to learning, this phase is much simpler where only the
testing data, i.e., the posts that need to be classified, is fed to model that has been obtained from the training
phase. The final outcome is the predicted labels for the input data.

Algorithm 2 The testing process
1: procedure TESTING(model,testing_data)
2: X = testing_data;
3: results = predict(X,model);
4: end procedure

8.2 System Architecture

The architecture of SCORE is illustrated in Figure 30 and consists of the building and deployment phases.
The former processes the labeled posts 1 as follows: each post is serialized into a feature vector, a format that
SCORE can process through the Data Extractor 2 ; subsequently, the feature vectors and the corresponding
labels are used to train SCORE using the Weights Calculator 3 . The result consists of the weights
and biases that are going to be used by the neural network to classify any incoming post in the deployment
phase. Whenever an unlabelled post 4 is fed to SCORE, it is parsed employing the Data Extractor 2 ; the
generated feature vector is then fed to the neural network 5 that, in turn, performs the needed classification
and assigns a label to the vector. Finally, the outcome is a label that classifies the post given as input 6 .

4

1

Input posts Neural 
Network Categories

5

Feature vectors

Post labels

Data 
Extractor

2

Feature 
vectors

3

6

Data 
Extractor

2

1

Post 
labels

Weights 
Calculator

Figure 30: The SCORE architecture.

Pre-processing tasks are performed to transform a post into a feature vector [70], i.e., X = (x1, x2, ..., xL), L
is the number of input neurons (see Figure 29(b)).
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8.3 Evaluation

This section presents the evaluation we have conducted to study the system’s performance. In particular, Sec-
tion 8.3.1 introduces the datasets exploited in the evaluation. Afterwards, the metrics used to evaluate the
classification outcomes are presented in Section 8.3.2.

8.3.1 Datasets

We perform evaluation using different datasets. First, we exploit the data curated and manually classified by
Hou and Mo [54]. These datasets consist of posts collected from the Swing forum. Furthermore, we con-
sider also the dataset by Beyer et al. [15]. This dataset consists of 500 posts which have been categorized
into seven groups as follows: API CHANGE, API USAGE, CONCEPTUAL, DISCREPANCY, DOCUMENTA-
TION, ERRORS, REVIEW. Table 17 gives a summary of all the datasets considered in our evaluation. By
performing evaluation on these datasets, we are able to compare SCORE, albeit indirectly, with the above
mentioned tools.

Study Dataset # of Posts # of Cat.
Hou et al. [54] DS-1.0 45 10

Zhou et al. [158] DS-2.0 158 17
DS-3.0 835 8

Beyer et al. [15] SO 500 7

Table 17: Datasets used in the evaluation.

8.3.2 Evaluation Metrics

We apply ten-fold cross validation to evaluate the system’s performance. Given a test set, from the manually
labeled data we know exactly which category each post belongs to. Thus from the testing data, we create N
independent groups of posts with labels, i.e., G = (G1, G2, .., GN ), which are called ground-truth data. After
running SCORE on the test set, we obtainN classes i.e.,C = (C1, C2, .., CN ), and each contains a set of posts.
We are interested in how well the produced categories match with the ground-truth data. Thus, to measure the
performance of SCORE, success rate, precision, recall, and F1 score are utilized [96]. If matchi = |Gi ∩ Ci|
is the number of items that appear both in the results and ground-truth data of class i, then the metrics are
explained as follows.

Success rate: It is defined as the ratio of correctly classified posts to the total number of posts in the test set.

success rate =

∑N
i matchi∑N
i |Gi|

× 100% (24)

Precision and Recall: These metrics are used to measure how accurate the results are with respect to the
ground-truth data. Precision is the ratio of the classified items belonging to the ground-truth data:

precisioni =
matchi
|Ci|

(25)

and recall is the ratio of the ground-truth items being found in the classified items:

28 June 2019 Version 1.0
Confidentiality: Public Distribution

Page 67



D6.5 The CROSSMINER Knowledge Base - Final Version

recalli =
matchi
|Gi|

(26)

F1 score (F-Measure): The metric is computed as the harmonic average of precision and recall by means of
the following formula:

F1 =
2 · precisioni · recalli
precisioni + recalli

(27)

8.4 Results

Table 18 compares the accuracy obtained by SCORE and those from NBM and CASE which are extracted
directly from the original papers [54],[158]. As claimed by Zhou et al.[158], CASE obtains a better success
rate compared to NBM. It is evident that SCORE gains a better success rate for all the three datasets. For DS-
1.0 where there are only 45 posts, SCORE gets 0.750 as accuracy, whereas the corresponding values by NBM
and CASE are 0.622 and 0.688, respectively. This implies that given a limited amount of training data, SCORE
is still able to classify posts with a considerably a high success rate. For DS-3.0 where there are 835 posts, .

Dataset NBM CASE SCORE

DS-1.0 0.622 0.688 0.750
DS-2.0 0.696 0.766 0.896
DS-3.0 0.931 0.950 0.969

Table 18: Success Rate.

Table 19 reports the evaluation results obtained by. We compared SCORE with the best configuration obtained
by Beyer et al. [15] which is using Random Forrest (RF) for classification. Although in some cases, RF yields
a better classification outcomes, generally, SCORE outperforms RF with respect to different metrics. For
example, by category API CHANGE, RF gets 0.97, 0.97, and 0.96 as precision, recall, and F1; meanwhile,
the corresponding metrics by SCORE are 0.94, 0.92, and 0.93. However, overall the accuracy achieved by
SCORE is superior to that of RF in terms of precision, recall and F-Measure scores. For example, the best
performance by SCORE is seen with category REVIEW, where precision, recall, and F1 scores are 0.95, 0.96,
and 0.95, respectively. Finally, the average accuracy by SCORE is also better than that of RF. For instance,
the average precision is 0.93 by SCORE compared to 0.89 by RF. In this sense, we conclude that our proposed
approach obtains a better prediction performance on the considered datasets in comparison to the baselines.

8.5 Threats to validity

We distinguish between internal, construct, and external validity as follows.

Internal validity. Such threats are the internal factors that could have influenced the final outcomes. One
possible threat could be seen through the results obtained for the dataset with a considerably low number of
items, e.g., DS-1.0. Such a threat is eased by denser datasets, i.e., DS-2.0, DS-3.0, and SO.

Construct validity. They are related to the experimental settings presented in the paper, concerning the sim-
ulated setting used to evaluate the tool. The threat has been mitigated by applying ten-fold cross-validation,
attempting to simulate a real scenario of classification.
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Precision Recall F-Measure

Category RF SCORE RF SCORE RF SCORE

API CHANGE 0.97 0.94 0.95 0.92 0.96 0.93
API USAGE 0.86 0.90 0.85 0.90 0.72 0.90

CONCEPTUAL 0.82 0.91 0.82 0.92 0.69 0.91
DISCREPANCY 0.79 0.88 0.79 0.89 0.72 0.88

DOCUMENTATION 0.96 0.98 0.95 0.92 0.93 0.94
ERRORS 0.90 0.93 0.90 0.95 0.84 0.93
REVIEW 0.91 0.95 0.90 0.96 0.82 0.95

AVERAGE 0.89 0.93 0.88 0.92 0.81 0.92

Table 19: Precision, Recall, and F-Measure: Trained with RF (best configuration) and SCORE.

External validity. The main threat to external validity concerns the generalizability of our findings, i.e.,
whether they would still be valid outside the scope of this study. We attempt to moderate the threat by consid-
ering various sets of StackOverflow posts that are of different sizes and cover various categories. Nevertheless,
such datasets might not necessarily reflect the entire domain. In this sense, it is essential to evaluate SCORE
by incorporating a bigger dataset with more categories, as well as more items for each category. Also consid-
ering different classification categories may give more insight about encodings and whether they are (partly or
totally) independent from the classification criteria. We consider this task as a future work.
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9 Mining API Migration Patterns

Making use of existing third-party libraries allows developers to exploit a well-founded infrastructure, without
re-implementing everything from scratch. In this way, they can save time and increase productivity. How-
ever, third-party libraries evolve over the course of time, many API functions are added, and many others
are removed. A source code project that contains API calls coming from an old version of a library cannot
work when it is integrated with a new version of the library. In this sense, depending software clients of a
library need to be migrated in order to make use of a new library version, and this is understood as API migra-
tion. However, the manual migration process between different library version is time-consuming and prone
to error [66]. In order to migrate a client from one version to another version of a library, a developer has to
understand well the documentation of both versions as well as to choose the right matching between corre-
sponding methods. Given the circumstances, the lack of knowledge on how to migrate the API impedes the
development process. In this sense, the problem of recommending API migration is a strenuous task and it is
essential to have proper machinery to assist developers in choosing the most suitable API migration patterns.

In this chapter, we introduce amAdvisor, a recommender system for providing recommendations related to
API migrations. The system advises developers to migrate a project to use a new library version. Given two
versions of a library, i.e., libv1 and libv2, we collect a set of projects that use each library, which are called P1

and P2, respectively. The final aim is to migrate a project in P1 to make it be compatible with library libv2. In
order to do this, all projects in P2 are exploited as training data to be mined for patterns. Given a depending
client, we migrate every breaking change declaration by means of the training data. The chapter is organized as
follows. In Section 9.1 we present an introduction to the problem of API migration. The amAdvisor approach
is presented in Section 9.2.

9.1 Use Case

Figure 31 depicts an example where there are two versions of a same library, i.e., libv1 and libv2. For each
version, there is a set of depending clients associated with it. In particular, there are three clients that use libv1,
i.e., cv1.1, cv1.2, cv1.3 and four clients depending on libv2, i.e., cv2.1, cv2.2, cv2.3, cv2.4. Among them, cv1.1 now
needs to be migrated in order to use the new library’s version, i.e., libv1. By libv2, cv2.1 should be the new
version of cv1.1.

lib
v1

lib
v2

c
v2.1

c
v2.2

c
v2.4

c
v1.1

c
v1.3

c
v1.2

c
v2.3

Figure 31: An example of API migration.
We take a concrete example as follows. We consider a client that invokes SonarQube (SQ) and it needs to be
changed in order to use a new version of the library. Listing 5 shows a method declaration that contains API
calls of the SQ version 5.6. The API function saveMeasure() was deprecated in SQ 5.6 and removed in
SQ 7.3 and the solution is to replace saveMeasure() with newMeasure().
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/** Old */
public void uploadMetrics(Attribute metricAttribute, Resource resource) {

try {
Measure measure = createMeasureFromAttribute(metricAttribute, resource);
if (measure != null) {
this.sensorContext.saveMeasure(resource, measure);
}

} catch (SonarException e) {
LOG.warn(e.getMessage());
if (resource != null) {
LOG.warn("Resource: " + resource.getName());

}
}

}

Listing 5: A declaration that needs migration.

In this case, when a new version of the library is released, many API calls of the old library’s version are no
longer valid, and thus causing the source code to break. In this sense, it is necessary to migrate the old source
code, in order to adapt to the new library. Listing 6 depicts the new source code after the migration.
/** New */
public void uploadMetrics(Attribute metricAttribute, InputComponent inputComponent) {

try {
aType metricType = metricAttribute.getType();
Metric metric = this.metricFinder.findByKey(metricAttribute.getName());
if (metric != null) {

if (metricType == aType.atInt) {
int value = ((AttributeInt) metricAttribute).getValue();
this.sensorContext.newMeasure().forMetric(metric).withValue(value).on(

inputComponent).save();
} else if (metricType == aType.atFloat) {

Double value = (double) ((AttributeFloat) metricAttribute).getValue();
if (!value.isNaN() && !value.isInfinite()) {

if (metric.valueType().equals(ValueType.PERCENT)) {
value = value * 100;

}
this.sensorContext.newMeasure().forMetric(metric).withValue(value).on(

inputComponent).save();
}

}
}

} catch (IllegalArgumentException e) {
LOG.warn(e.getMessage());
if (inputComponent != null) {
LOG.warn("Resource: " + inputComponent.key());
}

}
}

Listing 6: The declaration after migration.

Such changes are difficult to deal with, since a migration pattern depends very much on the development
context. A pattern may be suitable for a specific context but not for others. In order to find a probable
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migration, a developer needs to carefully read the documentation as well as to look for projects that tackle the
same migration issue. In this section, we reformulate the FOCUS approach [96] to solve the API migration
problem. Given a project that needs to be migrated, we search for source code projects that are similar to the
given project. Afterwards, we directly mine migration patterns from the set of top most similar projects.

9.2 Proposed Approach

We propose amAdvisor, a recommender system for guiding API Migration. First, we utilize a tool developed
by the CWI team, i.e., Maracas to analyze the changes between two specific versions of the same library, so-
called delta. Then, we use the extracted delta to replace all the occurrences of the old library in the client.
Finally, the FOCUS framework that we developed in the previous phases of the CROSSMINER project is used
to recommend relevant API function calls and usage patterns to the “migrated” client. Moreover, to better
support developers, the SOrec framework (see Section 7) is exploited to recommend also StackOverflow posts
that eventually provide relevant discussions. In this sense, we propose a triathlon approach to API migration
as we provide developers with API function calls, API usage pattern as well as StackOverflow posts to solve
the problem.

Given two versions of a library, i.e., libv1 and libv2, we attempt to migrate a project running libv1 to make it
be compatible with library libv2. In order to do this, we collected a set of projects that use each library and
exploited all projects that use libv2 as training data to be mined for patterns. By a depending client, we migrate
every breaking change declaration by means of the training data. In particular, we deal with the following
types of migrations.

• Method breaking changes.
• Class breaking changes.
• Removed methods.
• Renamed methods.
• Changed parameter list.

9.2.1 Architecture

The amAdvisor architecture is depicted in Figure 32. We exploit the FOCUS tool [96] previously developed to
search for invocations from closely relevant projects. Data collected from OSS repositories 1 is fed as input
for the Code Parser 2 , which then extracts source code projects to obtain relevant metadata. The similarities
among projects, declarations are computed by the Similarity Calculator 3 . The input metadata is then
encoded in a computable format by means of the Data Encoder 4 . Afterwards, the Recommendation
Engine 5 exploits the similarity scores and computes using a collaborative-filtering technique to generate
recommendations. In particular, the API Generator returns a ranked list of invocations, whereas the Code
Builder accepts such a list to query a Knowledge Base to get real source code snippets. Afterwards, these
code snippets are fed as input for SOrec 6 (see Section 7) which then searches for relevant posts. Finally, a
combo of three different recommendations is supplied to the developer, i.e., ranked list of invocations, code
snippets, and StackOverflow posts containing relevant discussions. In this way, amAdvisor is deemed to be
a triathlon approach to API migration as it provides developers with three types of recommendations to deal
with API migration. In the following subsections, we introduce in greater detail the constituent components of
amAdvisor.
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Figure 32: The amAdvisor architecture.

9.2.2 Recommending relevant function calls and code snippets

We consider declaration da of a client c that uses libv1. At the time of consideration, c invokes libv2, and as a
result, da needs to be changed. For each pair of library versions, there is a list of changes that are made from
the former version to the latter one and this is computed by means of Maracas, resulting in the delta. From the
delta, we parse c to replace all the old API calls with the new ones. After this phase, we obtain a client which
contains only API function calls of libv1, i.e., c’. We then feed c’ as input to FOCUS find a set of similar
projects from the set of projects that use libv2.
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Figure 33: Tensor representation of projects, dec-
larations and API calls.

By FOCUS we consider a developer who is writing
declaration da. The developer has already finished δ
declarations (methods), and in d, π invocations (API
calls) have been written. Furthermore, there is a set
of OSS projectsQ available as background data, e.g.,
crawled from GitHub. The final aim is to recommend
to the developer real source code that helps her finish
da, by mining the projects inQ. First, all declarations
and invocations in all source files in c’ andQ are ex-
tracted. Afterwards, the relationship among projects,
declarations, and invocations is represented in a 3-D
matrix. Figure 33 depicts an example of such a ma-
trix for the set of 5 projects, i.e., (p1, .., p5), 4 decla-
rations (d1, .., d4) and 7 invocations (i1, .., p7). Each
slice corresponds to a project, each row is a declara-
tion and each column is an API call. A cell is set to 1 if the project invokes an API call in the given declaration
otherwise it is 0.
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Given a project p has a set of invocations (i1, i2, .., il), its feature set is vector
−→
φ = (φ1, φ2, .., φl), where φk is

the weight of node ik computed as the tf-idf value, i.e., φk = fik ∗ log( |P |aik
), fik is the number of invocations ik

in p; |P | is the number of projects; and aik is the number of projects that invoke ik [38], the similarity between
projects simα(p, q), q ∈ Q is computed as shown below:

simα(p, q) =

∑n
t=1 φt × ωt√∑n

t=1(φt)
2 ×

√∑n
t=1(ωt)

2
(28)

FOCUS exploits a collaborative-filtering technique to predict additional invocations for d by computing the
missing ratings [28] by using Equation (29):

rd,i,p = rd +

∑
e∈topsim(d)(Re,i,p − re) · simβ(d, e)∑

e∈topsim(d) simβ(d, e)
(29)

where Re,i,p is the combined rating of declaration d for i in all similar projects, computed as follows:

Re,i,p =

∑
q∈topsim(p) re,i,q · simα(p, q)∑

q∈topsim(p) simα(p, q)
(30)

where simα(d, e) is the similarity between projects p and q, computed using Eq. (28); topsim(d) is the set of
top similar declarations of d; rd and re are mean ratings of d and e, respectively; simβ(d, e) is the similarity
between declarations d and e, if we call F(d) and F(e) the sets of invocations of d and e, respectively then
simβ(d, e) is computed as follows:

simβ(d, e) =
|F(d)⋂F(e)|
|F(d)⋃F(e)| (31)

The final score rd,i,p is a prediction for the cell representing invocation i, in declaration d of project p. Then,
we get a ranked list of invocations that are considered to be relevant to d. Top-N items are selected to combine
with π invocations to search for similar declarations stored inQ. Finally, a list of real code snippets is suggested
to the developer.

9.3 Mining cross-project dependencies to discover API migration samples

In Section 9.3.1, we present AETHEREAL, our prototype tool for cross-projects migration dependencies graph
definition. Afterwards, we introduce some interesting use cases of migration graphs in Section 9.3.2.

9.3.1 AETHEREAL

Figure 34 depicts a snapshot of a cross-projects migration dependencies graph (CPMDG). We distinguish
between clients and libraries as follows. Third-party libraries are blank nodes and they identify the versions
that should be migrated, whereas clients (grey nodes) are dependencies that use the libraries. The edges
between can be (i) usage dependencies which are depicted as grey solid edges between a library and a client,
or (ii) version dependencies, which are dotted edges among libraries. AETHEREAL is a tool written in Java that
aims at supporting the automatic generation of CPMDG. The current version of AETHEREAL is both available
online24 and fully integrated into the KB. Maven-miner25 tool extracts the Maven Dependency Graph, which

24https://github.com/crossminer/aethereal
25https://github.com/diverse-project/maven-miner
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Figure 34: Cross-project migration dependencies.

is a graph-based representation of the Maven Central Repository26 [13]. A graph snapshot has been showcased
in [12]. AETHEREAL uses the Maven-miner dataset to compute the library CPMDGs and provides three
different mining modes as follows:

• Client usage identification: given a specific library version, it provides the list of clients that use the
library version.

• Migrated client pairs: given two versions of a library, it computes all the clients that have been already
migrated from the initial version to the evolved one. This information is useful to understand how other
clients deal with the migration of library breaking changes. Table 21 reports a simple client pairs result.

• Dependency version matrix: given a library without any version, AETHEREAL computes a dependency
matrix where each column corresponds to a library version, each row is a non-version client; each cell
contains the client version that uses the specific library version. A sample of the dependency version
matrix is reported in Table 20. Moreover, the migrated client pairs are computed for each library version
pairs.

v1 v2 v3 v4
client1 1.1 1.2
client2 1.0 1.1
... ... ... ... ...
clientN 1.02 1.12 1.2 2

Table 20: Dependency version matrix of a non-version library.

AETHEREAL includes various facilities that enable one to download and analyze static Maven artifacts. For
instance, artifacts are manipulated as M3 models [9] which are automatically extracted from Java jar file with
Rascal [64] to perform static analysis on the source or binary code. AETHEREAL supports the identification
of clients that deal with the migration of library breaking changes.

MARACAS is a framework developed by the CWI team to support automatic migration of client code according
to changes in APIs. The delta, i.e., changes that occur between two specific versions of the same library, and

26https://search.maven.org/
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v2 v4
client2 1.0 1.1
client3 2.12 3.01

...
clientN 1.12 2

Table 21: Migrated client pairs of two specific library versions, i.e., v2 and v4.

client detection model which identifies the parts of client code affected by the API evolution and must thus
be migrated, are the key ingredients to tackle the API migration challenges. In this context, the MARACAS

framework gets through those steps and it is used in conjunction with AETHEREAL to identify deltas and
detections over mined CPDMGs. Interested readers are kindly referred to Deliverable D2.8 “API Analysis
Components” for more details on MARACAS.

9.3.2 Analysis Results

In this section, we report the result of our mining studies. It is our firm belief that amAdvisor works more
effectively given that more migration samples are available for recommendation.

CPMDGs have been computed over 10 popular Maven dependencies. Table 22 gives a summary of the an-
alyzed CPMDG: The columns #clients and #versions count the total number of clients that use any
version of the library and the number of library version, respectively. As reported in Table 20 AETHE-
REAL provides a dependency version matrix for each input library, then the matrix density column
reports the number of non-empty cells over the total number of dependency version matrix cells. This
value gives an intuition about how the clients have a proclivity for updating the library among the ver-
sions. The other columns report statical data of clients, i.e., average, min, max and the most used version.
org.sonarsource.sonarqube:sonar-plugin-api library was included in the study to effectively sup-
port the FrondEndArt use case.

In our study, migration samples are mined between two specific versions of the library. Clients update library
in spontaneous ways, e.g., they change the library every update, they change the library version when a major
version is released, or they never update the library. Migration client pairs analysis are presented in Table 23.
Tables 24 and 25 report the delta changes computed by MARACAS. In particular, Table 24 summarizes the
delta that occurs between two versions of gson, i.e., 2.3.1 and 2.8.0, whereas the changes between guava
18 and guava 19 are shown in Table 25. Each delta change is related to a different element, i.e., Classes,
methods and files, and different type of change, i.e., Method parameters, Static modifiers, Class/Interface
implementation, Access modifiers, Abstract modifiers, etc. It is worth noting that the number of migration
samples strongly depends on the distance between the targeting library version. In our study, detection models
have been computed between two particular versions of a library and all initial client of clients pairs to detect
which parts of client code are affected by the API evolution and thus must be migrated. An excerpt of clients
detection is reported in Table 26.
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id Library # clients # versions matrix density CPL (avg)* CPL (min)* CPL (max)* MUV**

1 com.google.code.gson:gson 43,727 35 0.029 1249.51 0 9979 2.3.1
2 org.springframework.data:spring-data-jpa 1,298 83 0.012 14.0 0 94 1.7.1.RELEASE
3 org.springframework.data:spring-data-mongodb 5,840 84 0.011 69,53 1 2388 1.10.7.RELEASE
4 org.apache.common:commons-collections4 11,114 3 0.33 3704.66 74 9392 4.1
5 com.google.guava:guava 1,063,016 90 0.011 1182.7 0 21753 18.0
6 org.springframework:spring-core 29,779 153 0.007 195.55 0 1384 3.0.5.RELEASE
7 joda-time:joda-time 52,003 38 0.026 1369.34 0 9595 2.9.9
8 commons-cli:commons-cli 13,152 10 0.100 1315.2 1 5376 1.2
9 commons-io:commons-io 84,675 25 0.040 3392.08 0 5376 1.2
10 com.fasterxml.jackson.core:jackson-databind 73,870 121 0.008 611.22 0 4542 2.7.4
11 org.sonarsource.sonarqube:sonar-plugin-api 365 60 0.017 6.08 0 38 5.6

* Clients per library
** Most used version

Table 22: Summary on CPMDG.

Library v1 v2 # client pairs # clients V1 # clients V2 % migrated client Major
1 com.google.guava:guava 18.0 19.0 584 21753 19335 2 Yes
2 com.google.code.gson:gson 2.3.1 2.8.0 58 9979 2992 0.5 Yes
3 com.google.code.gson:gson 2.8.0 2.8.2 129 2992 1972 4.31 No
4 org.springframework:spring-core 4.3.17.RELEASE 4.3.18.RELEASE 301 819 327 36.75 No
5 org.springframework:spring-core 3.0.5.RELEASE 4.3.8.RELEASE 18 1384 1130 0.57 Yes
6 org.sonarsource.sonarqube:sonar-plugin-api:jar 5.6 6.3 6 38 9 15.78 Yes

Table 23: Migration report.
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Change type # changes
Method parameters changed 1
Static modifiers changed 3
Class/Interface implementation changed 3
Access modifiers changed 14
Abstract modifiers changed 0
Removed elements 35
Added elements 97
Renamed elements 1
Final modifiers changed 1
Deprecated elements 0
Moved elements 109
Field and method types changed 1
Class extension changed 2
Total 267

Table 24: Delta changes from gson:2.3.1 to gson:2.8.0.

Change type # changes
Method parameters changed 0
Static modifiers changed 0
Class/Interface implementation changed 1
Access modifiers changed 1
Abstract modifiers changed 3
Removed elements 3
Added elements 5
Renamed elements 0
Final modifiers changed 1
Deprecated elements 12
Moved elements 2
Field and method types changed 0
Class extension changed 3
Total 31

Table 25: Delta changes from guava:18.0 to guava:19.0.

Client detection types
Client ABSTRACT MODIFIER ACCESS MODIFIER DEPRECATED EXTENDS FINAL MODIFIER
cassandra-driver-core-2.1.6 0 0 11 48 0
async-datastore-client-2.1.0 0 0 22 34 0
futures-extra-2.6.1 0 0 3 44 0
helios-client-0.9.25 0 0 16 29 0
herdcache-1.0.31 0 0 0 35 0
calcite-core-1.11.0 18 0 0 0 17
gfc-guava_2.10-0.1.4 0 0 8 20 0
gfc-guava_2.11-0.1.3 0 0 8 20 0
folsom-0.7.1 0 0 3 22 0
bigtable-client-core-0.2.1 0 0 2 20 0
gax-0.12.0 0 0 0 18 0

Table 26: An excerpt of client detections over 584 clients migrating from guava 18.0 to guava

19.0.
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10 The Knowledge Base

There are many different ways to give real-time suggestions to developers within their accustomed IDE.
CROSSMINER brings a whole new dimension to the advanced IDEs because it collects, processes and stores
huge amount of data about open source components in a complex and cross-project data model. By extracting
data from OSS repositories, we are able to populate a rich knowledge base that facilitates various information
retrieval and recommendation techniques. This section explains in greater detail the CROSSMINER Knowl-
edge Base (KB) and its constituent components.

Figure 35: The Knowledge Base component diagram.
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10.1 Overview

The conceived architecture together with all implemented components are depicted in Figure 35, and they are
described as follows.

• The KnowledgeBase component is responsible for setting up the other components, as well as for exe-
cuting them;

• Recommender creates recommendations in response to user requests. This component is extensible in
order to add the management of specific types of artifacts. There are three recommender components
as follows: ApiCallRecommender (i) provides developers with code examples that can be examined to
solve the particular problem at hand (e.g., the correct usage of an API) and (ii) suggests next API func-
tion calls. The VersionRecommender component is used to suggest the correct version of a used third
party component to developers. Finally, APIRecommender implements the mechanisms for retrieving
from the KB information about APIs that should be used in the project being implemented;

• The ClusterCalculator component calculates clusters of analyzed artifacts. To this end, similarity func-
tions are used as implemented by the SimilarityCalculator component, which is in charge of managing
the execution of both atomic and composed similarity calculations (see the AtomicSimilarityComposer
and SimilarityComposer components, respectively);

• KnowledgeBaseScheduler triggers the calculation of similarities and clusters thus the execution of the
available similarity functions. UserFeedbackManager manages the feedback expressed by users on the
received recommendations. DeveloperActivityMonitor stores and manages the data about the activity of
the developer while using the CROSSMINER IDE;

• The ClusterCalculator component builds clusters by relying on various similarity functions and cluster-
ing algorithms as presented in Deliverable D6.4.

10.2 Use Cases

Figure 36 shows the use cases and the implementation coverage. In particular, the use cases are marked with
the corresponding implemented tools which have been properly integrated into the Knowledge Base.

• GetProjectAlternatives: We implement novel clustering and similarity mechanisms being able to sug-
gest alternative OSS components for already implemented OSS projects [26]. Based on designated
similarity functions, we are able to detect projects that are similar because of: Provided APIs (GetPro-
jectAlternativesWithSimilarAPIs) [82]; Size (GetProjectAlternativesWithSimilarSize); Application do-
main (GetProjectAlternativesWithSimilarTopics); and Comparable quality (GetProjectAlternativesWith-
SimilarQuality). All use cases related to similarity computation are covered by CROSSSIM [90],[98]
(see Section 4 and Deliverable D6.2);

• GetProjectsByUsedComponents: Depending on the used components, the KB is able to identify and
suggest further components that, according to what other developers have done in the past, should be
also included in the system being implemented. Two prominent examples include recommendation
of third-party libraries [138] and code snippets [83]. We implemented FOCUS [96] to provide the
corresponding functionalities (see Section 5);

• GetAPIUsageSupport: The Knowledge Base provides developers with recommendations on how to
use a given API and to manage the migration of the system in case of deprecated methods. This use
case consists of:

• GetAPIUsageDiscussions: Given an API the developer has already included, it is possible to
retrieve messages from communication channels (like forums, bug reports, and Stack Overflow
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Figure 36: Implementation coverage of the use cases.

posts) that are useful for understanding how to properly use it [112]. This is covered by SCORE,
a supervised classifier for categorizing related StackOverflow posts (see Section 8). Furthermore,
we also provide developers with StackOverflow posts relevant to the code being developed with
SOrec [124] (see Section 7);

• GetAPIUsagePatterns: In case of deprecated API methods, the Knowledge Base recommends
code examples that can be considered as a reference for migrating the system and to make it work
with the new version of the used API [102, 157]. In our implementation amAdvisor is used to
suggest API migration to developers (see Section 9).

• GetRecommendedDeps: Starting from a given configuration and by considering similar projects devel-
oped by other developers, the Knowledge Base recommends additional third-party libraries that should
be further included [138]. To this end, CROSSREC [92],[95] has been fully implemented and integrated;

• GetRecommendedDocs: By considering the documentation examined by other developers that
used similar APIs and frameworks, the Knowledge Base suggests additional sources of informa-
tion, e.g., technical documents, tutorials, etc., that are useful for solving the development problem at
hand [139]. We satisfy this requirement by means of SCORE (see Section 8);

• GetAPIBreakingUpdates: The Knowledge Base implements the notion of API evolution with the aim
of identifying backward compatibility problems affecting source code that uses evolving APIs. In our
implementation, we have amAdvisor to meet this requirement (see Section 9);

• GetRequiredChanges: Given a changed API and a project using it, the Knowledge Base provides users
with an overview of the impact that the API changes have on the depending project (Maracas). Com-
munication channel items discussing about such API changes are also shown. Furthermore, Moreover,
the Knowledge Base provides a list of all the clients that migrate from an old version of the library to a
new one by means of Aethereal (see Section 9).

It is worth noting that the recommendations previously summarized have been identified during the first 6
months of the CROSSMINER project to satisfy the requirements of the industrial partners that work in the
domains of IoT, multi-sector IT services, API co-evolution, software analytics, quality assurance, and OSS
forges [7].
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10.3 Datasets

The KB’s performance largely relies on the availability of the background data. It is our firm belief that the
system works effectively given that more data is available for recommendation. For this reason, we provided
an initial dataset that contains data mined from various data sources as follows:

• 600 GitHub projects;
• ≈ 4, 000 jar libraries;
• ≈ 2, 500, 000 Maven artifacts27;
• ≈ 9, 500, 000 Maven dependencies27;

The current dump which is available online28 allows one to replicate all the evaluation of our implemented
recommender systems.

10.4 Technology Dependencies

In this section, we present the technology involved in the Knowledge Base and the rationale behind our choices.
We used MongoDB29 as the data store for the KB platform and Maven30 to define how the KB is built and to
describe its dependencies. The Knowledge Base is mainly written in Java, by means of the Spring framework31.
Spring Boot32 makes it easy to create stand-alone, production-grade Spring-based applications.

In order to facilitate different data access technologies, to non-relational databases, Map Reduce frameworks,
and cloud-based data services, we opted for Spring data33 which is fully integrated into the Spring framework.
Spring data is an umbrella project which contains many subprojects that are specific to a given database.

According to the requirements defined by CROSSMINER, all integrated components need to be tested. To
this end, Junit34 and spring-boot-starter-test35 libraries have been chosen since they support many utilities and
annotations when testing the Knowledge Base.

The equipped mining tools rely on the following frameworks and libraries:

• Apache Lucene36 is a high-performance, full-featured text search engine library written entirely in Java
and it has been used for tasks related to text indexing, comparison and search. The technology is suitable
for nearly any application that requires full-text search, especially cross-platform.

• Simian37 is used to identify duplication in Java, C#, C, etc. source code and even plain text files. Simian
can also be applied on any human readable files such as ini files, deployment descriptors. The technique
is suitable especially for large enterprise projects, where it can be difficult for any one developer to keep
track of all the features (classes, methods, etc.) of the system.

27 These datasets are directly imported from Maven miner [13].
28http://ci3.castalia.camp/dl/M30/KB_CROSSMINER.gz
29https://www.mongodb.com
30https://maven.apache.org/
31https://spring.io/
32https://spring.io/projects/spring-boot
33http://projects.spring.io/spring-data/
34https://junit.org/junit5/
35https://docs.spring.io/spring-boot/docs/current/reference/html/boot-features-

testing.html
36https://lucene.apache.org/core/
37https://www.harukizaemon.com/simian/
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• CLAMS is a tool for summarizing API usage patterns [60]. We apply the tool to pre-group source
code into independent clusters and match the developer’s code against those clusters to find relevant
StackOverflow posts.

• Maven-Miner38 aims at resolving all Maven dependencies hosted in the Maven central repository, then,
storing them into a graph database.

10.5 REST API

In this section we discuss the adoption of the final version of the Knowledge Base, which is able to receive
queries from the user and answer with requested recommendations as shown in Figure 37. In particular, we
present the REST APIs that have been developed in order to enable the adoption of such components from the
other CROSSMINER components, and especially from the Eclipse-based IDE and the Web dashboards under
development in Work Package 7. As shown in the upper side of Figure 35, the KB can be used by means of a
dedicated REST API.

Figure 37: The interaction between a client and the Knowledge Base.

The proposed REST API has been developed using the Spring framework39. REST has quickly become the de
facto standard for building web services on the web since they’re easy to realize and use. Spring Web MVC
is the original web framework built on the Servlet API and included in the Spring Framework from the very
beginning. It provides support to easy develop REST API.

The OpenAPI Specification40 is a specification for machine-readable interface files for describing, producing,
consuming, and visualizing RESTful web services. Swagger41 takes the manual work out of API documen-
tation, with a range of solutions for generating, visualizing, and maintaining API docs. We have integrated
Swagger and OpenApi specification into the Knowledge Base, which is accessible at /swagger-ui.html
(see Figure 38) and /v2/api-docs (Figure 39 shows an excerpt of the implemented APIs). The Knowledge Base
architecture automatically generates OpenAPI specification and Swagger interface starting from code annota-
tions. All the API interfaces consume and produce both application/json and application/xml content
type. The currently supported operations of the Knowledge Base API are presented in the following sections.

10.5.1 Get analyzed projects

GET /api/artifacts/artifacts?page={page}&size={size}&sort={sort}

Description: This resource is used to retrieve a paginated list of imported projects. The path parameters are
listed in Table 27.

38https://github.com/diverse-project/maven-miner
39http://spring.io/
40https://www.openapis.org/
41https://swagger.io/
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Figure 38: REST API - Swagger documentation.

Output data model: Figure 40(a) shows the artifact paged resource. Paged<Artifact> contains the pagi-
nation data (e.g.,totalElements, totalPages) and the content list of paged artifacts.

Name Description
{page} The number of result pages that are returned (0 .. N)
{size} The number of records per page
{sort} Sorting criteria in the format: property(asc | desc). The default sort order is ascending.

Multiple sort criteria are supported

Table 27: artifacts path parameters.

Example: Listing 7 is a call example of this API method. In particular, lines 1 and 2 produce
application/json and application/xml content type, respectively. In the rest of this section we show
a set of curl commands that use application/json as consumed or produced content types. The accept
‘application/xml’ header allows one to produce/consume XML output/input. The data model of the re-
sult is depicted in Figure 40(a)
1 curl -X GET "http://localhost:8080/api/artifacts/artifacts?page=0&size=10&sort=asc" -H "accept: application

/json"
2 curl -X GET "http://localhost:8080/api/artifacts/artifacts?page=0&size=10&sort=asc" -H "accept: application

/xml"

Listing 7: The curl command that gets KB analyzed project by the KB’s id.
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Figure 39: Open API description.

10.5.2 Get analyzed project by id

GET /api/artifacts/{artifact_id}

Description: This resource is used to retrieve an artifact that is analyzed by the Knowledge Base. This resource
requires {artifact_id} as path parameter.

Output model: Figure 40(b) shows the Artifact data model that contains attributes (e.g., fullName,
metricPlatformId) and inner objects (i.e., dependencies, methodDeclarations, starred, type).

Example: Listing 8 is the curl command example that calls this API method. The data model of the result is
depicted in Figure 40(b)

curl -X GET "http://localhost:8080/api/artifacts/5b155b04065f2d726d6db241" -H "accept: application/json"

Listing 8: The curl command that gets KB analyzed project by the KB’s id.

28 June 2019 Version 1.0
Confidentiality: Public Distribution

Page 85



D6.5 The CROSSMINER Knowledge Base - Final Version

(a) Paged Artifact model (b) Artifact model

Figure 40: Artifact and paged list data objects.

10.5.3 Get projects by metric provider platform id

GET /api/artifacts/artifact/mpp/{metricPlatformId}

Description: This resource is used to retrieve an artifact that is analyzed by both the Knowledge Based and the
metric provider platform. This resource takes the id of metric provider platform as path parameter and returns
the artifact metadata described in the KB.

Output data model: See Section 10.5.2 for more detail on the data model.

{metricPlatformId} The id of the metric provider platform that has been analyzed.

Example: Listing 9 is a call example of this API method by curl command.
curl -X GET "http://localhost:8080/api/artifacts/artifact/mpp/jsonsimple" -H "accept: application/json"

Listing 9: The curl command that gets KB analyzed project by metric provider platform id.

10.5.4 Search analyzed projects

GET /api/artifacts/search/{search_string}?page={page}&size={size}&sort={sort}

Description: This resource is used to retrieve a paginated list of projects that are analyzed by the Knowledge
Based and match the search string. Table 28 lists the required path parameters.

Output data model: See output model paragraph in Section 10.5.1 .

Example: Listing 10 is a call example of this API method.
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(a) Query model (b) Recommendation model

Figure 41: Query and recommendation models.

Name Description
{search_string} Search string
{page} Results page you want to retrieve (0..N)
{size} Number of records per page
{sort} Sorting criteria in the format: property(asc | desc). The default order is as-

cending. Multiple sort criteria are supported

Table 28: search path parameters

curl -X GET "http://localhost:8080/api/artifacts/search/json-simple?page=0&size=10&sort=asc" -H "accept:
application/json"

Listing 10: The curl command that adds a new GitHub project to the KB analyzed project.

10.5.5 Add a new GitHub project to the analyzed projects

POST /api/artifacts/add/{github_fullname}

Description: This resource is used to add a new GitHub project to the KB analyzed projects.

Path parameters:
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Name Description
{github_fullname} The GitHub full name includes the owner (it can be a user or an organi-

zation) of repository and the name of the repository. The pattern of the
GitHub fullname is <owner−name>−−<repository−name>

Example: Listing 11 is a call example of this API method.
curl -X POST "http://localhost:8080/api/artifacts/add/crossminer--scava" -H "accept: application/json"

Listing 11: The curl command that adds a new GitHub project to the KB analyzed projects.

Output: the server returns 200 OK http message if the project is properly imported, 405 otherwise.

10.5.6 Store developer activity metrics

POST /api/artifacts/store-metrics

Description: This resource is used to store the user activity metrics. It returns true if it properly stores the
developers activity metrics, false otherwise.

Body request: Figure 42 shows the request’s object model. All the classes that map this request model are
available online42.

Output: The server returns 200 OK http message if the metrics are properly imported, 500 Internal
error otherwise.

Figure 42: Developer activity metrics model.

Example: Listing 14 is a curl command example of this API method.

curl -X POST "http://localhost:8080/api/artifacts/store-metrics" -H "accept: application/json" -H "Content-
Type: application/json" -d "{ \"id\": \"string\", \"metricMilestoneSlice\": [ { \"boundary\": [ { \"
beginDate\": \"2019-06-21T16:33:57.342Z\", \"endDate\": \"2019-06-21T16:33:57.342Z\", \"metricValues\":
[ { \"itemValuePairs\": { \"additionalProp1\": 0, \"additionalProp2\": 0, \"additionalProp3\": 0 }, \"
metricName\": \"string\" } ] } ], \"bounder\": \"string\" } ], \"projectId\": \"string\", \"userId\":
\"string\"}"

42https://tinyurl.com/y5gbrobr
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Listing 12: Store developer activity metrics curl command.

{
"id": "string",
"metricMilestoneSlice": [{

"boundary": [
{

"beginDate": "2019-06-21T17:04:29.834Z",
"endDate": "2019-06-21T17:04:29.834Z",
"metricValues": [

{
"itemValuePairs": {

"additionalProp1": 0,
"additionalProp2": 0,
"additionalProp3": 0

},
"metricName": "string"

}]
}],

"bounder": "string"
}],
"projectId": "string",
"userId": "string"

}

Listing 13: MetricsForProject develeper activity JSON request.

10.5.7 Get alternatives projects

GET /api/recommendation/similar/p/{id}/m/{sim_method}/n/{num}

Description This resource is used to retrieve projects that are similar to a given one. All path parameters are
listed in Table 29.

Output Model: This resource returns the list of most similar artifacts. Section 10.5.2 describes the Artifact
data model.
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Name Description
{id} id of project that is input of the query.
{sim_method} Results are computed by using the similarity function specified as parameter,

which can be:

• Readme: exploiting readme files to compute the similarity between two
projects;
• Dependency: using the Jaccard distance on project dependencies to calcu-

late the similarity between two projects;
• CrossSim: computing similarities among all imported projects by using

the star events and project dependencies;
• CrossRec: a lightweight version of CROSSSIM. It uses project dependen-

cies to provide similarities among all imported projects;
• Focus: it takes the API method calls used by the projects to compute the

similarity between them.
• RepoPalCompound: being inspired by the approach presented in [155];
• RepoPalCompoundV2: an evolved version of RepoPalCompound similar-

ity;
• SizeBased: aggregating projects with similar size in term of lines of codes;
• QualityBased: exploiting euclidean distance between the quality models

computed on metric provider platform.

{num} number of expected projects in the result.

Table 29: Path parameters of the similar artifact resource.

Example:
curl -X GET "http://localhost:8080/api/recommendation/similar/p/5b155b04065f2d726d6db241/m/CrossSim/n/5" -H

"accept: application/json"

Listing 14: The curl command that stores developer activity metrics.

[
{
id: "5a228cd62e429420384481ab",
description: "Sample application using Spring Boot, Axon, ElasticSearch, AngularJS and Websockets",
active: true,
fullName: "avthart/spring-boot-axon-sample",
html_url: "https://github.com/avthart/spring-boot-axon-sample",
clone_url: "https://github.com/avthart/spring-boot-axon-sample.git",
git_url: "git://github.com/avthart/spring-boot-axon-sample.git",
master_branch: "master",
target: {

id: "5a228cd62e459420384351a2",
...

}
},
...

]

Listing 15: An instance of JSON result.
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10.5.8 Get relevant StackOverflow posts

POST /api/recommendation/recommended_API_documentation

Description: Given a source code context as input this resource returns relevant Stack Overflow posts as
output.

Body request: Figure 41(a) shows the object model of the request. In particular, this resource requires the
value of compilationUnit as input.

Output Model: Figure 41(b) shows the Recommendation resource definition. Listing 18 is an excerpt of a
SOrec result. apiDocumentationLink field contains the id of StackOvderflow post in each recommendation
item.

Example: Listing 16 is a curl command example. An instance of JSON query object is depicted in Listing 17.

curl -X POST "http://localhost:8080/api/recommendation/recommended_API_documentation" -H "accept:
application/json" -H "Content-Type: application/json" -d "{ \"compilationUnit\": \"package
camelinaction;import org.apache.camel.CamelContext;import org.apache.camel.builder.RouteBuilder;import
org.apache.camel.impl.DefaultCamelContext;public class FilePrinter{\\tpublic static void main (String[]
args) throws Exception{\\t\\tCamelContext context = new DefaultCamelContext();\\t\\tcontext.addRoutes(
new RouteBuilder(){\\t\\t\\tpublic void configure(){}\\t\\t});\\t}}\"}"

Listing 16: SOrec curl command example.

{
"compilationUnit": "package camelinaction;import

org.apache.camel.CamelContext;import org.apache.camel.builder.RouteBuilder; import org.apache.camel.
impl.DefaultCamelContext; public class FilePrinter {public static void main (String[] args) throws
Exception{CamelContext context = new DefaultCamelContext();context.addRoutes(new RouteBuilder(){public
void configure(){}});}}"

}

Listing 17: SOrec request body example.

{
"recommendationItems": [

{
"apiDocumentationLink": "45700257",
"significance": 141.320068359375,
},
{
"apiDocumentationLink": "46766311",
"significance": 96.2380599975586,
},
...

]
}

Listing 18: SOrec JSON response excerpt.

10.5.9 Get third-party libraries

POST /api/recommendation/recommended_library

Description: Given an input project, this resource returns relevant third-party libraries as output.

Body request: Figure 41(a) shows the object model of the request. In particular, this resource requires the list
of used dependencies (i.e.,)compilationUnit inner objects) as input.
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Output Model: Figure 41(b) shows the Recommendation resource definition. Listing 21 is an excerpt of a
CROSSREC result. projectDependencies objects are the recommend libraries.

Example: Listing 19 is a curl command example. An instance of JSON query object is depicted in Listing 20.

curl -X POST "http://localhost:8080/api/recommendation/recommended_library" -H "accept: application/json" -
H "Content-Type: application/json" -d "{ \"projectDependencies\": [ { \"artifactID\": \"junit\", \"
groupID\": \"junit\", \"version\": \"4.0\" }, { \"artifactID\": \"commons-io\", \"groupID\": \"commons-
io\", \"version\": \"2.0\" } ]}"

Listing 19: CROSSREC curl command example.

{
"recommendationItems": [{
"recommendedLibrary": {

"libraryName": "log4j:log4j:latest.release",
"url": "https://mvnrepository.com/artifact/log4j/log4j/latest.release"

},
"significance": 1.3099382141578972,
"recommendationType": "RecommendedLibrary"

},
{
"recommendedLibrary": {

"libraryName": "org.slf4j:slf4j-api:1.8.0-beta2",
"url": "https://mvnrepository.com/artifact/org.slf4j/slf4j-api/1.8.0-beta2"

},
"significance": 1.2574478115112746,
"recommendationType": "RecommendedLibrary"

},
...
]

}

Listing 20: CROSSREC response body example.

{
"projectDependencies": [
{

"artifactID": "junit",
"groupID": "junit",
"version": "4.0"

},
{

"artifactID": "commons-io",
"groupID": "commons-io",
"version": "2.0"

}
]

}

Listing 21: CROSSREC recommendation body response example.

10.5.10 Get API function calls

POST /api/recommendation/focus/
Description: Given a project source code as input this resource returns a recommended list of API function
calls.

Body request: Figure 41(a) shows the object model of the request. In particular, this resource requires the list
of method declaration and method invocation pairs (i.e., methodDeclarations).
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Output Model: Figure 41(b) shows the Recommendation resource definition. Listing 23 is an excerpt of a
FOCUS result. apiFunctionCallFOCUS objects contains the recommend API function calls.

Example: The listing of a curl command is too long to be shown. Thus, an excerpt of a JSON query object is
depicted in Listing 22.

{
"focusInput": {

"activeDeclaration": "com/sun/activation/viewers/TextEditor/performSaveOperation()",
"methodDeclarations": [

{
"name": "com/sun/activation/registries/MimeTypeFile/parseEntry(java.lang.String)",
"methodInvocations": [

"java/lang/String/length()",
"java/util/StringTokenizer/nextToken()",
"java/lang/String/charAt(int)",
"java/util/StringTokenizer/StringTokenizer(java.lang.String,java.lang.String)",
"java/lang/String/trim()",
"java/lang/String/equals(java.lang.Object)",
"java/lang/StringBuffer/toString()",
"java/lang/StringBuffer/append(java.lang.String)",
"java/util/StringTokenizer/StringTokenizer(java.lang.String)",
"java/util/StringTokenizer/countTokens()",
"java/util/StringTokenizer/hasMoreTokens()",
"java/util/Hashtable/put(java.lang.Object,java.lang.Object)",
"java/lang/String/indexOf(int)",
"java/lang/StringBuffer/StringBuffer()"

]
},
{

"name": "com/sun/activation/registries/MailcapFile/parse(java.io.Reader)",
"methodInvocations": [

"java/lang/String/length()",
"java/lang/StringBuffer/toString()",
"java/lang/String/substring(int,int)",
"java/lang/StringBuffer/append(java.lang.String)",
"java/lang/StringBuffer/StringBuffer()",
"java/lang/String/charAt(int)",
"java/lang/String/trim()",
"java/io/BufferedReader/BufferedReader(java.io.Reader)",
"java/io/BufferedReader/readLine()"

]
},
...

]
}

}

Listing 22: FOCUS request body example.

{
"recommendationItems": [

{
"apiDocumentationLink": null,
"apiCallRecommendation": null,
"significance": 0,
"recommendationType": "FOCUS",
"apiFunctionCallFOCUS": {

"com/sun/activation/viewers/ImageViewer/getToolkit()": 0.9430653,
"java/awt/MediaTracker/MediaTracker(java.awt.Component)": 0.9430653,
"java/awt/MediaTracker/addImage(java.awt.Image,int)": 0.9430653,
"java/awt/MediaTracker/getErrorsID(int)": 0.9430653,
"java/awt/MediaTracker/statusID(int,boolean)": 0.9430653,
"java/awt/MediaTracker/waitForAll()": 0.9430653,
"java/awt/MediaTracker/waitForID(int)": 0.9430653,
"java/awt/Toolkit/createImage(byte[])": 0.9430653,
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"java/io/ByteArrayOutputStream/ByteArrayOutputStream()": 0.9430653,
"java/io/ByteArrayOutputStream/toByteArray()": 0.9430653,
"java/io/ByteArrayOutputStream/write(byte[],int,int)": 0.9430653,
"java/io/IOException/IOException(java.lang.String)": 0.9430653,
"java/io/InputStream/close()": 0.9430653,
"java/io/InputStream/read(byte[])": 0.9430653,

...
}

}
]

}

Listing 23: CROSSREC recommendation body response example.

10.5.11 Get API usage patterns

POST POST /api/recommendation/recommended_API_call

Description: Given a project code as input this resource returns a list of patterns that matches with the current
code.

Body request: Figure 41(a) shows the object model of the request. In particular, this resource requires the
value of compilationUnit as input.

Output Model: Figure 41(b) shows the Recommendation resource definition. Listing 26 is an excerpt of a
pattern recommender result. apiCallRecommendation contains the suggested patterns.

Example: Listing 24 is a curl command example. However, an excerpt of a JSON query object is depicted
in Listing 25.

curl -X POST "http://localhost:8080/api/recommendation/recommended_API_call" -H "accept:
application/json" -H "Content-Type: application/json" -d "{ \"currentMethodCode\": \"JavaType myType =

oldType.getContentType(); \JsonDeserializer<Object> myDeserializer = myType.getValueHandler();\
TypeDeserializer myTypeDeserializer = myType.getTypeHandler();\"}"

Listing 24: Pattern recommender curl command example.

{
"currentMethodCode": "JavaType myType = oldType.getContentType(); \nJsonDeserializer<Object>

myDeserializer = myType.getValueHandler();\nTypeDeserializer myTypeDeserializer = myType.getTypeHandler
();"

}

Listing 25: Pattern recommender request body example.

{
"recommendationItems": [
{

"apiCallRecommendation": {
"codeLines": [

"{",
" DeserializationContext ctxt;",
" final BeanDescription beanDesc;",
" final DeserializerFactoryConfig _factoryConfig;",
" ArrayType type;",
" final DeserializationConfig config = ctxt.getConfig();",
" JavaType elemType = type.getContentType();",
"",
" ...",
"}"

],
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Figure 43: Cluster data model.

"duplicatedLines": 6,
"time": 2449,
"pattern": "jackson-databind_69.java"
}

},...
]

}

Listing 26: Pattern recommender recommendation body response example.

10.5.12 Get clustered projects

GET cluster/sim_method/cluster_algo

Description This resource is used to retrieve clusters of projects. All path parameters are listed in Table 30.

Output Model: This resource returns the list of artifact clusters. Figure 43 depicts the Cluster data object.
In Section 10.5.2, we described the Artifact data model.

Example: An excerpt of JSON response object is depicted in Listing 27.

Name Description
{sim_method} Results are computed by using the similarity function specified as parameter,

which is the same with those in Table 29.
{cluster_algo} results are computed by using the clustering algorithm specified as parameter,

which can be CLARA, K-Medoids or HCLibrary.

Table 30: Resource path parameters.

[
{
"clusterization": {

"clusterizationDate": 1544376657311,
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"similarityMethod": "CrossSim",
"clusterAlgorithm": "Clara",
"id": "5c0d5151fe03927a05d2055a"
},
"mostRepresentative": {

"id": "5c0d5150fe03927a05d203ce",
"name": "AlipayOrdersSupervisor-GUI",
"description": "GUI of AlipayOrdersSupervisor, implemented in Java and Swing",
...

},
"artifacts": [
{

"id": "5c0d5150fe03927a05d203d2",
"name": "RssToMobiService",
"description": "A rss to mobi service",
...

}, ...
},
{
"clusterization": {
...
}

]

Listing 27: An excerpt of JSON result.

10.5.13 Get cluster containing a particular project

GET cluster/{sim_method}/{cluster_algo}/{artifact_id}

Description This resource is used to retrieve the cluster that contains a given project. It checks among the
clusters that are computed by the given similarity method and cluster algorithm. All path parameters are listed
in Table 31.

Output Model: This resource returns the list of cluster of artifacts. Figure 43 depicts the Cluster data object.
In section 10.5.2, we describe the Artifact data model.

Example: An excerpt of JSON response object is depicted in Listing 28.

Name Description
{sim_method} Results are computed by using the similarity function specified as parameter,

which is the same with those in Table 29.
{cluster_algo} Results are computed by using the clustering algorithm specified as parameter,

which can be CLARA, K-Medoids or HCLibrary.
{artifact_id} The id of the artifact.

Table 31: Resource path parameters.

{
"clusterization": {
"clusterizationDate": 1544376657311,
"similarityMethod": "CrossSim",
"clusterAlgorithm": "Clara",
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Figure 44: Migration model.

"id": "5c0d5151fe03927a05d2055a"
},
"mostRepresentative": {

"id": "5c0d5150fe03927a05d203ce",
"name": "AlipayOrdersSupervisor-GUI",
"description": "GUI of AlipayOrdersSupervisor, implemented in Java and Swing",
...

},
"artifacts": [

{
"id": "5c0d5150fe03927a05d203d2",
"name": "RssToMobiService",
"description": "A rss to mobi service",
...

}, ...
],
...

}]

Listing 28: JSON result excerpt.

10.5.14 Get migration client pairs examples

GET /api/api-migration/{coordV1}/{coordV2}

Description This resource provides the list of client pairs that already migrate from the initial version of the
API to the evolved one. All path parameters are listed in Table 32.

Output Model: This resource returns the client migration information. This recommendation uses the
Artifact object model defined by aether Eclipse projects. The Java MigrationInfo maping class is shown
in Figure 44.

{
"libv1": {

"groupId": "junit",
"artifactId": "junit",
"version": "4.10",
"extension": "jar"

},
"libv2": {

"groupId": "junit",
"artifactId": "junit",
"version": "4.12",
"extension": "jar"
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Name Description
{coordV1} The Maven central coordinate of the initial version of the library. The format is

<group_id>:<artifact_id>:<version>.
{coordV2} The Maven central coordinate of the evolved version of the library. The format is

<group_id>:<artifact_id>:<version>.

Table 32: Resource path parameters.

}
"count": 143,
"clientsV1": [
{

"groupId": "org.apache.jmeter",
"artifactId": "ApacheJMeter_tcp",
"version": "2.8",
"extension": "jar",

}, ...
]
"clientsV2": [...]

}

Listing 29: JSON result excerpt.

10.5.15 Get clients using a particular library version

Description This resource provides the list of client pairs that already migrate from the initial version of the
API to an evolved one. {coord} path parameter is the Maven central coordinate of a specific library version.
The coordinate format is <group_id>:<artifact_id>:<version>.

Output Model: This resource returns the list of clients that use a specific Maven library version. This recom-
mendation uses the Artifact object model defined by aether Eclipse projects. Listing 30 shows an excerpt
of the resource response.

[
{
"groupId": "org.apache.jmeter",
"artifactId": "ApacheJMeter_tcp",
"version": "2.8",
"extension": "jar",

}, ...
]

Listing 30: JSON result excerpt.

10.5.16 Get StackOverflow posts related to discussions about API migration

GET /api/api-migration/documentation/{coordV1}/{coordV2}

Description This resource provides a list of StackOverflow posts. The list of path parameters is shown in
Table 33.
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Name Description
{coordV1} The Maven central coordinate of the initial version of the library. The format is

<group_id>:<artifact_id>:<version>
{coordV2} The Maven central coordinate of the evolved version of the library. The format is

<group_id>:<artifact_id>:<version>

Table 33: Resource path parameters.

Output Model: Figure 41(b) shows the Recommendation resource definition. Listing 31 is an excerpt of a
SOrec result. apiDocumentationLink field contains the id of StackOvderflow post in each recommendation
item.

{
"recommendationItems": [

{
"apiDocumentationLink": "45700257",
"significance": 141.320068359375,

},
{

"apiDocumentationLink": "46766311",
"significance": 96.2380599975586,

},
...

]
}

Listing 31: SOrec JSON response excerpt.

10.5.17 Get impact on library evolution

POST POST /api/api-migration/detection/{clientV1}/{clientV2}

Description This resource provides a list of client locations that are impacted by the evolution on the specific
library. Table 34 shows the list of path parameters.

Output Model: This resource returns the list of detections. Figure 45 depicts the Detection data object.

Figure 45: Detection data object

Example: Listing 32 is an instance of curl command that calls this resource. An excerpt of JSON response
object is depicted in Listing 33.

curl -X POST "http://localhost:8080/api/api-migration/detection/com.google.guava:guava:18/com.google.guava:
guava:19" -H "accept: */*" -H "Content-Type: multipart/form-data" -F "file=@my.m3;type=text/plain"

Listing 32: Detection curl command.
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Name Description
{coordV1} The Maven central coordinate of the initial version of the library. The format is

<group_id>:<artifact_id>:<version>
{coordV2} The Maven central coordinate of the evolved version of the library. The format is

<group_id>:<artifact_id>:<version>
{clientM3} The M3 model of the client. A multipart file is needed

Table 34: Resource path parameters.

[
{
"clientLocation": "autofixture/publicinterface/generators/implementationdetails/ConcreteInstanceType/
isAssignableFrom(java.lang.Class",
"oldLibraryLocation": "java+method:///com/google/common/reflect/TypeToken/isAssignableFrom(java.lang.
reflect.Type)",
"newLibraryLocation": "java+method:///com/google/common/reflect/TypeToken/isAssignableFrom(java.lang.
reflect.Type)",
"type": "REMOVED"

},
...

]

Listing 33: Detection JSON response.

10.5.18 Get useful code snippets to migrate towards a new library version

Description: This resource provides a list of code snippet that other clients use to support the breaking changes
introduced by the adoption of a new version of a library. Table 34 shows the list of path parameters.

Output Model: This resource returns the list of code snippet. Figure 46 depicts the Detection data object.

Example: Listing 34 is an instance of curl command that calls this resource. An excerpt of the JSON response
object is depicted in Listing 35.

Figure 46: Detection data object.

curl -X POST "http://localhost:8080/api/api-migration/recommend/com.google.guava:guava:18/com.google.guava:
guava:19" -H "accept: */*" -H "Content-Type: multipart/form-data" -F "file=@my.m3;type=text/plain"

Listing 34: Detection curl command.

{
"recommendationItems": [
{
"apiCallRecommendation": {
"codeLines": [
"{",
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" DeserializationContext ctxt;",
" final BeanDescription beanDesc;",
" final DeserializerFactoryConfig _factoryConfig;",
" ArrayType type;",
" final DeserializationConfig config = ctxt.getConfig();",
" JavaType elemType = type.getContentType();",
"",
" ...",
"}"
],
"duplicatedLines": 6,
"time": 2449,
"pattern": "jackson-databind_69.java"
}
},...
]
}

Listing 35: Pattern recommender recommendation body response example.
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11 Conclusions

In this deliverable, we presented the results related to the final version of the Knowledge Base. Together
with the previous deliverables, i.e., D6.1, D6.2, D6.3, and D6.4, we fulfilled all the requirements defined in
Deliverable D1.1 as shown in Table 35. This section summarizes the main contributions of Work Package 6.

Name Status
GetProjectAlternativesWithSimilarAPIs  
GetProjectAlternativesWithSimilarSize  
GetProjectAlternativesWithSimilarTopics  
GetProjectAlternativesWithSimilarQuality  
GetProjectsByUsedComponents  
GetAPIUsageDiscussions  
GetAPIUsagePatterns  
GetRecommendedDeps  
GetRecommendedDocs  
GetAPIBreakingUpdates  
GetRequiredChanges  

Table 35: Implementation status of the required recommendations as presented in D6.1. Early stage:
#; Half done: G#; Fully done:  

We developed FOCUS, a context-aware collaborative-filtering recommender system for supporting API rec-
ommendations. The tool is twofold, as it concurrently supports two related use cases, namely API function
calls and API usage pattern recommendations. Based on a dedicated graph representation, we are able to
represent the relationships among projects, method declarations and method invocations and to compute the
similarities among them. The similarity scores are then used as input for the recommendation engine that in
turn predicts the inclusion of additional invocations and eventually generates recommendations. A preliminary
evaluation on a dataset of 3, 600 jar files curated from the Maven repository shows that FOCUS is able to pro-
vide highly relevant API function calls. Furthermore, we use a combination of CLAMS [60] and Simian to
recommend API usage patterns. Though this functionality is already covered by FOCUS, we aim at enriching
the Knowledge Base with various recommendation techniques, thus allowing developers to freely choose the
most convenient one.

We presented CROSSREC, a novel approach to library recommendation that relies on a collaborative-filtering
recommender system to assist software developers in mining OSS repositories. The approach has been evalu-
ated by considering different quality metrics and a dataset consisting of 1, 200 Java projects. The experimental
results show that our system for recommending third-party libraries outperforms LibRec, a well-known base-
line.

To solve the problem of API documentation, we developed SOrec, a tool that searches for StackOverflow posts
containing related code and discussions that are useful for a programming task. SOrec addresses both the
issue of properly indexing SO posts, and that of automatically creating queries in a transparent manner for the
developer. In particular, SOrec performs different augmentations of SO posts for indexing them, and of input
contexts for creating corresponding queries. To study the performance of SOrec we performed large-scale user
studies. A first study has been done in order to understand which combination of the conceived augmentations
is the best one in terms of SOrec performance. A second and larger user study has been done to compare SOrec
with FaCoY. The experimental results show that SOrec outperforms the module of FaCoY, which is devoted
to searching for SO posts that are relevant with input developer contexts. The implementation of SOrec is
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twofold. First, we already started with the integration of SOrec into the Eclipse IDE and in this respect, our
short-term plan is to improve the usage of the tool directly from the IDE to suitably support developers in real-
world settings. Second, the tool can be used to replace the corresponding module by FaCoY, aiming to boost
up the system’s overall performance. Our future research agenda focuses on performing further evaluations,
especially to compare SOrec with those approaches that rely on general purpose search engines and that focus
only on the query creation phase (e.g., Prompter [113]). SOrec can be combined with the previous tools and
approaches with the aim of providing developers with recommendations consisting of both source code and
related discussions retrieved from StackOverflow. SOrec is highly related to existing code search engines as
they can be used in combination to provide developers with not only API calls, sample source code but also
related discussions. Though SOrec works well given the context, we still believe that its performance can be
further improved, e.g., by better exploiting the boosting scheme. We consider the issue as our future research.

Aiming at supporting developers in working with new APIs, we introduced SCORE, a supervised classifier for
categorizing StackOverflow posts. Given a specific API, SCORE is able to group the most relevant discussions
that are useful for facilitating the integration task. To evaluate SCORE, we exploit various datasets coming
from existing studies. The experimental results show that SCORE obtains a high classification performance
and thus outperforming the considered baselines. To further improve the system’s performance, we plan to
deploy a deep neural network to classify posts, and this remains a future work in our academic calendar.

Finally, to assist developers in dealing with API breaking changes by suggesting relevant migration patterns,
we proposed amAdvisor, a recommender system that works on top of FOCUS and a tool for detecting API
changes developed by the CWI team. amAdvisor is able to assist developers in choosing the right migration
patterns by mining from projects that invoke the new library version. Furthermore, amAdvisor exploits SOrec
to supply relevant StackOverflow discussions to developers.
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